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Preface 
 
This eighth edition of the European Symposium on Computational Intelligence and 
Mathematics (ESCIM 2016) consolidates this symposium among one of the most im-
portant events in Europe related to computational intelligence and mathematics.  

Its participants provide their best advances in the area and share new challenges in order 
to create an atmosphere capable of creating synergies among the authors, and the key-
note speakers focus on achieving these goals and new ones, such as the preparation of 
a European project.  

The general scope and particular topics are perfectly in line with the very essence, phi-
losophy and policy of Horizon 2020, the new EU Framework Programme for Research 
and Innovation. As it can be seen from the relevant contributions presented at ESCIM 
2016, and then included in the procedings, a rich and powerful set of various tools and 
techniques of computational intelligence and mathematics has shown its full potential 
in solving a wide variety of problems of science, technology, business, etc. Therefore, 
one can say that computational intelligence must be a fundamental tool in order to solve 
the new problems and challenges which the society faces. This importance concerns 
virtually all disciplines in engineering, computer science, data sciences, physics, chem-
istry, material sciences, etc. to just name a few. Possible Horizon 2020 projects which 
would concern all these disciplines would have a huge impact and should without doubt 
be funded.  

The European Symposium on Computational Intelligence and Mathematics arises as a 
merger between the Győr Symposia on Computational Intelligence (successfully orga-
nized from 2008 to 2014 in Győr, Hungary), and the International Workshop on Math-
ematics and Soft Computing, which combines the area of computational intelligence, 
which has become one of the main research topics at the Széchenyi István University 
in the last years, and the different developments in mathematics applied to computer 
science. The location has been changed but preserves the philosophy of the past Győr 
Symposia enriched from a more mathematical perspective. That is, bringing together 
scientists and engineers working in the field of computational intelligence and mathe-
matics to solve current challenges in these fundamental areas.   

Sofia will hold this edition, ESCIM 2016, from October 5th to 8th, 2016, and it is orga-
nized by members of the Bulgarian Academy of Sciences and University of Cádiz, 
Spain. Thank you very much in particular to Ms. Vassia Atanassova for her amiability 
and wonderful local organization.  

Finally, after a regorous review, 20 out of 43 submissions by authors from 10 different 
countries were accepted by the members of the Program Committee. The best full pa-
pers have been published in a special issue of the International Journal of Intelligent 
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Systems. The extensions of the best papers have been reviewed to be included in an 
issue of International Journal of Computational Intelligence Systems.  

This Symposium proceedings volume contains the 20 contributions presented during   
ESCIM 2016 and the 5 presentations of the keynote speakers, which have covered the 
different topics of the symposium:  

• Aggregation functions 
• Aggregations for extensions of fuzzy sets 
• Data mining and knowledge discovery 
• Formal concept analysis 
• Fuzzy control 
• Fuzzy decision analysis, decision making, optimization and design 
• Fuzzy databases and information retrieval 
• Fuzzy measures and integrals 
• Fuzzy sets and fuzzy logic 
• General operators in Computer Science 
• Interval-valued fuzzy sets 
• Knowledge extraction, representation, and modeling 
• Learning, adaptive, and evolvable fuzzy systems 
• Logic programming 
• Mathematical foundations of fuzzy sets and fuzzy systems 
• Rough set theory 

The plenary speakers play an important role in this symposium. We would like to thank 
them for their outstanding contributions to research and leadership in their respective 
fields. There five plenary lectures cover the different areas of the symposium in charge 
of renowned researchers such as László Kóczy, Manuel Ojeda-Aciego, Krassimir At-
anassov, Jesús Medina and António E. Ruano. 

This symposium has its recognition due to the great quality of the contributions. Thank 
you very much to all the participants for their contributions to the symposium program 
and all the authors for their submitted papers. We are also indebted to our colleagues 
members of the Program Committee, since the successful organization of this sympo-
sium would not have been possible without their work. Finally, we acknowledge the 
support received from the Department of Mathematics of the University of Cádiz, the 
Széchenyi István University, Győr, and the Hungarian Fuzzy Association. 
 
 
October 2016 Conference Chairs 
 ESCIM 2016 
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Fuzzy Signature Sets Are L-fuzzy 

László T. Kóczy 

Széchenyi István University, Győr, Hungary 
and 

Budapest University of Technology and Economics 
koczy@sze.hu 

Abstract 

When Zadeh introduced the concept of fuzzy sets where µ(x) : X → [0, 1], soon his that 
time student Goguen extended the idea to L-fuzzy sets where the unit interval [0, 1] was 
replaced by arbitrary algebraic lattice in the manner that the membership degrees are de-
fined by µ(x) : X → L. In the late 1970s, we introduced a practical extension to fuzzy 
sets: vector valued Fuzzy (VVF) sets µ(x) : X → [0, 1]n. The n-dimensional unit hyper-
cube may be certainly interpreted as a lattice under the usual partial ordering ≤. This 
concept was necessary for a certain industrial application, classifying microscopic im-
ages of steel alloys.  
 
Much later we proposed a further extension of the idea by allowing the vectorial  
membership degree components being vectorial themselves, the new concept called 
Fuzzy Signature (FSig). This way the degree of x belonging to a FSig set is expressed 
by a nested membership degree vector (with arbitrary depth), or illustrated by a rooted 
tree graph where each leaf has a membership degree. As in the following various  
applications (medical diagnosis, built construction evaluation, fuzzy communication of 
robots, warehouse optimization, etc.) it was necessary to manipulate partly different  
FSig-s at the same time, the internal nodes of the graphs were attached fuzzy aggregations 
so partial reduction and transformation of the FSig becomes possible, in order to combine 
FSig-s of partially different, but essentially similar structure. While many applications 
were completed and they worked all right, the algebraic structure of FSig-s has never been 
analysed as far.  
 
The present keynote talk is an attempt to define a series of operations, such as lattice meet 
and join, and two variations of partial ordering among FSig-s belonging to a certain  
“family”. Based on these it is possible to define an algebraic lattice over the set of nested 
vectors (within a family), and so, it will be proved that Fuzzy Signature Sets are a special 
case of Goguen’s L-fuzzy sets, thus the “new” concept is in fact a possible realisation of 
an “old” definition and thus it fits in the existing mathematical system of the fuzzy theory. 
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Model Reduction Method Supported by Fuzzy Cognitive 
Map to Promote Circular Economy 

Adrienn Buruzs1, Miklós F. Hatwágner2, László T. Kóczy3 

1 Department of Environmental Engineering, Széchenyi István University, Győr, Hungary 
buruzs@sze.hu 

2 Department of Information Technology, Széchenyi István University, Győr, Hungary 
miklos.hatwagner@sze.hu 

3 Department of Information Technology, Széchenyi István University, Győr, Hungary  
koczy@sze.hu 

Abstract. The aim of the present paper is to develop an integrated method that 
may provide assistance to decision makers during system planning, design, oper-
ation and evaluation. 

In order to support the realization of circular economy it is essential to evalu-
ate local needs and conditions which help to select the most appropriate system 
components and resource needs. Each of these activities requires careful plan-
ning, however, the model of circular economy offers a comprehensive interdisci-
plinary framework. The aim of this research was to develop and to introduce a 
practical methodology for evaluation of local and regional opportunities to pro-
mote circular economy. 

Keywords: factors, fuzzy cognitive maps, model reduction, circular economy, 
sustainability. 

1 Introduction 

The circular economy provides a coherent framework for systems level redesign 
and as such offers an opportunity to harness innovation and creativity to enable a posi-
tive and restorative economy. Our linear take-make-dispose approach is leading to scar-
city, volatility, and pricing levels that are unaffordable for our economy’s manufactur-
ing base. The circular economy is an economy in which today’s goods are tomorrow’s 
resources, forming a virtuous cycle that fosters prosperity in a world of finite resources.  

In order to support future models for circular economy, the method of Fuzzy Cog-
nitive Maps (FCM) [1–3] was selected. This method is capable to simulate the operation 
of a model as long as the input data sets are available that include the factors with sig-
nificant effects on the system, and also the historical time series of these factors, which 
together allow the representation of the features of factors describing the operation of 
the systems . 
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In the first phase of the research, the significant 33 factors (Table 1) of the waste 
management systems were determined. The time series of these elements were devel-
oped based on the results of a text mining method. Next, model calculations were made 
on the basis of fuzzy graph structure [4–7]. 

Table 1. The identified factors of the system and their concept IDs (CID) 

Main fac-
tor Sub-factor CID Main fac-

tor Sub-factor CID 

Te
ch

no
lo

gy
 (C

1)
 Engineering knowledge C1.1

So
ci

et
y 

(C
4)

 

Public opinion C4.1 
Technological system and its coherence C1.2 Public health C4.2 

Local geographical and infrastructural conditions C1.3 Political and power factors C4.3 
Technical requirements in the EU and national pol-

icy 
C1.4 Education C4.4 

Technical level of equipment C1.5 Culture C4.5 

En
vi

ro
nm

en
t (

C2
) 

Impact on environmental elements C2.1 Social environment C4.6 
Waste recovery C2.2 Employment C4.7 

Geographical factor C2.3

La
w

 (C
5)

 

Monitoring and sanctioning C5.1 
Resource use C2.4 Internal and external legal coherence (domestic 

law) 
C5.2 

Wildlife (social acceptance) C2.5 General waste management regulation in the EU C5.3 
Environmental feedback C2.6 Policy strategy and method of implementation C5.4 

Ec
on

om
y 

(C
3)

 

Composition and income level of the population C3.1

In
sti

tu
tio

n 
(C

6)
 Publicity, transparency (data management) C6.1 

Changes in public service fees C3.2 Elimination of duplicate authority C6.2 
Depreciation and resource development C3.3 Fast and flexible administration C6.3 

Economic interest of operators C3.4 Cooperation among institutions C6.4 
Financing C3.5 Improvement of professional standards C6.5 

Structure of industry C3.6  

 
During the simulation of this complex model, the author proposed a new method 

for model reduction [8], where three different distance definitions were introduced. The 
essence of this method is to create clusters of factors and using these clusters to develop 
new reduced models. Thus, reducing the number of factors, the model is more easily 
understandable and realistic. The authors’ main aim with the reduced model is to sup-
port strategic decision-making process to ensure long-term sustainability of material 
and waste management systems. 

2 Application of model reduction to FCM  

On the basis of the gathered data we constructed the connection matrix. FCM consists 
of nodes and weighted arcs, which are graphically illustrated as a signed weighted graph 
with feedback. Nodes of the graph stand for the concepts describing behavioural charac-
teristics of the system. Signed weighted arcs represent the causal relationships that exist 
among concepts and interconnect them. Concepts represent conceptual characteristics of 
the system and weight represents the cause and effect influence of one concept on another. 
In general, concepts represent key-factors and characteristics of the modelled system. The 
relationships between concepts are described using a degree of causality. Experts describe 
this degree of influence using linguistic variables for every weight; so weight for any 
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interconnection can range from [–1, 1]. The degree of causal relationship between differ-
ent factors of the FCM can have either positive or negative sign and values of weights 
express the degree of the causal relationship. Linkages between concepts express the in-
fluence one concept on another. 

Taking into account the special characteristics of the studied engineering problem, the 
number of clusters in the reduced FCM model have to be around six (based on the expert 
consensus [9]), or at least much less than the number of the factors in the detailed model. 

The authors have made several attempts to find the right reduced model in order to 
determine the right clusters. On the one hand, if only some of the factors are merged, to 
achieve the goal of unification is not possible. On the other hand, if there are too many 
factors to be merged then the interpretation of the combined factors is difficult or almost 
impossible. The intention was to reduce the original matrix by a matrix with around 15 
clusters. 

The above mentioned three methods are different only in the metrics representing the 
similarity between the factors. This approach may be considered as a strong generaliza-
tion of the state reduction procedure of sequential circuits or finite state machines [10–
12]. The essence of the methods is to create clusters from the factors and apply these 
clusters as the new factors in the new, simplified model. The base for binding these clus-
ters is the use of a tolerance relation (a reflexive and symmetric, but non-transitive rela-
tion) [13] 

Research was divided into two main phases. In the first phase of the research, the 
significant 33 factors (Table 1) of the waste management systems were determined [9]. 
The time series of these elements were developed based on the results of a text mining 
method [10]. Next, model calculations were made on the basis of fuzzy graph structure 
[11–13]. 

3 Results 

The authors have chosen matrices, each including 15 clusters. The tables below (Ta-
ble 2–4) introduce the clusters in the reduced connection matrix, using different metrics. 

Table 2. The clusters in the matrix produced by Metric A 

1 C3.1+C3.2+C3.3+C3.4+C3.5+C2.5+C1.3+C6.1+C6.2+C6.3+C6.4+C6.5+C4.3+C4.4+C4.5+C4.6 

2 C3.3+C3.4+C3.6+C2.3+C2.5+C1.3+C6.2+C6.3+C6.4+C4.3+C4.5 

3 C3.1+C2.1+C2.5+C1.3+C6.1+C6.2+C6.4+C4.3+C4.7 

4 C3.3+C3.6+C2.2+C6.2+C6.3+C6.4 

5 C3.3+C3.4+C3.5+C2.3+C2.5+C1.1+C1.3+C6.2+C6.3+C6.4+C6.5+C4.3+C4.5 

6 C3.1+C3.2+C2.4+C6.2+C6.3+C4.3 

7 C3.1+C3.2+C3.3+C3.5+C2.5+C2.6+C1.3+C6.1+C6.2+C6.4+C6.5+C4.3 

8 C3.3+C3.5+C2.3+C5.1+C5.3+C1.1+C1.2+C1.4+C1.5+C6.3+C6.4+C4.3+C4.5 

9 C3.3+C3.5+C2.5+C5.2+C1.1+C1.3+C6.1+C6.2+C6.4+C6.5+C4.2+C4.3+C4.4+C4.5+C4.6 
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10 C3.3+C3.5+C2.3+C5.3+C5.4+C1.1+C1.4+C1.5+C6.2+C6.4+C6.5+C4.3+C4.5 

11 C3.2+C3.3+C3.4+C3.5+C2.5+C1.1+C1.3+C6.1+C6.2+C6.3+C6.4+C6.5+C4.2+C4.3+C4.4+C4.5+C4.6 

12 C3.1+C3.2+C3.3+C3.4+C3.5+C1.2+C1.5+C6.1+C6.2+C6.3+C6.4+C6.5+C4.3+C4.4+C4.5+C4.6 

13 C3.2+C3.3+C3.4+C3.5+C1.1+C1.2+C1.4+C1.5+C6.1+C6.2+C6.3+C6.4+C6.5+C4.2+C4.3+C4.4+C4.5+C4.6 

14 C3.3+C3.5+C5.1+C5.2+C1.1+C1.4+C1.5+C6.4+C4.1+C4.2+C4.3+C4.4+C4.5 

15 C3.1+C3.3+C3.5+C2.5+C2.6+C1.3+C6.1+C6.2+C6.4+C4.3+C4.7 

Table 3. The clusters in the matrix produced by Metric B 

1 C3.1+C3.2+C3.3+C3.4+C3.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.4+C6.4+C4.6 

2 C3.2+C3.3+C3.4+C3.5+C3.6+C5.3+C5.4+C1.1+C1.2+C1.4+C1.5 

3 C3.1+C3.5+C2.1+C2.3+C2.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.3+C4.4+C4.5+C4.6 

4 C3.2+C3.3+C3.5+C3.6+C2.2+C2.5+C1.1+C1.2+C1.5 

5 C3.1+C3.3+C3.5+C2.3+C2.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.3+C1.4+C6.1+C6.3+C6.4+C6.5+C4.4+C4.5+C4.6 

6 C3.5+C3.6+C2.3+C2.4+C2.5+C5.3+C1.1+C4.4 

7 C3.1+C3.2+C3.3+C3.5+C2.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.4+C6.4+C4.6 

8 C3.1+C3.4+C3.5+C2.6+C5.2+C5.3+C5.4+C1.1+C1.4+C6.1+C4.4+C4.5+C4.6 

9 C3.3+C3.5+C2.2+C2.3+C2.5+C5.1+C1.1+C1.2+C1.5+C6.5+C4.4 

10 C3.1+C3.3+C3.4+C3.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.4+C6.1+C6.4+C6.5+C4.4+C4.5+C4.6 

11 C3.1+C3.3+C3.4+C3.5+C5.4+C1.1+C1.2+C1.4+C6.1+C6.2+C6.4+C6.5+C4.3+C4.4+C4.6 

12 C3.1+C3.3+C2.3+C2.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.3+C1.4+C6.1+C6.3+C4.1+C4.2+C4.4+C4.5+C4.6 

13 C3.1+C3.3+C2.3+C2.5+C5.2+C5.3+C5.4+C1.1+C1.2+C1.3+C1.4+C6.1+C6.3+C6.4+C6.5+C4.2+C4.4+C4.5+C4.6 

14 C3.1+C3.2+C3.3+C3.4+C3.5+C5.3+C5.4+C1.1+C1.2+C1.4+C6.4+C4.3+C4.6 

15 C3.1+C3.3+C2.3+C2.5+C5.2+C5.3+C1.1+C1.2+C1.3+C1.4+C6.1+C6.3+C6.4+C6.5+C4.2+C4.4+C4.5+C4.6+C4.7 

Table 4. The clusters in the matrix produced by Metric C 

1 C3.1+C3.2+C3.3+C3.4+C3.5+C1.1+C1.4+C6.1+C6.4 

2 C3.3+C3.4+C3.5+C3.6+C5.3+C5.4+C1.1+C1.2+C1.5 

3 C3.1+C2.1+C2.5+C2.6+C4.5 

4 C3.6+C2.2 

5 C3.3+C3.5+C2.3+C2.5+C5.3+C5.4+C1.1+C1.4+C1.5+C6.4+C4.3+C4.4 

6 C2.4+C2.5+C2.6 

7 C3.1+C3.3+C3.5+C2.5+C1.1+C1.3+C1.4+C6.1+C6.3+C6.4+C4.3+C4.4 

8 C3.1+C3.2+C2.6 

9 C2.1+C2.3+C2.5+C5.1+C1.1+C1.3+C4.4+C4.5 

10 C3.3+C3.5+C2.5+C5.2+C5.3+C5.4+C1.1+C1.4+C1.5+C6.4+C4.3+C4.4 

11 C3.2+C3.3+C3.4+C3.5+C5.4+C1.1+C1.2+C1.4+C6.1+C6.4 
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12 C3.1+C3.3+C3.4+C3.5+C1.1+C1.4+C6.1+C6.2+C6.3+C6.4+C6.5+C4.3 

13 C2.5+C5.1+C5.2+C5.3+C5.4+C1.1+C1.4+C1.5+C4.1+C4.2+C4.4+C4.5+C4.6 

14 C3.1+C3.3+C2.5+C1.1+C1.3+C1.4+C6.1+C6.3+C6.4+C4.3+C4.4+C4.5+C4.6 

15 C3.1+C2.5+C1.1+C1.3+C1.4+C6.1+C6.3+C6.4+C4.3+C4.4+C4.5+C4.6+C4.7 

 
The above tables show that there are overlapping between the clusters. Accordingly, 

a factor is listed 1 to 15 times in the clusters in the new models. The role of the factors 
in the clusters is introduced in Table 5. 

Table 5. The role (frequency) of the factors in the new models 

  Metric A Metric B Metric C 

C1.1 Engineering knowledge 15 11 11 

C1.2 Technological system and its coherence 12 2 2 

C1.3 Local geographical and infrastructural conditions 5 4 4 

C1.4 Technical requirements in the EU and national policy 11 9 9 

C1.5 Technical level of equipment 3 4 4 

C2.1 Impact on environmental elements 1 2 1 

C2.2 Waste recovery 2 1 2 

C2.3 Geographical factor 7 2 2 

C2.4 Resource use 1 1 1 

C2.5 Wildlife (social acceptance) 9 9 9 

C2.6 Environmental feedback 1 3 3 

C3.1 Composition and income level of the population 11 7 7 

C3.2 Changes in public service fees 5 3 3 

C3.3 Depreciation and resource development 12 8 8 

C3.4 Economic interest of operators 6 4 4 

C3.5 Financing 12 7 7 

C3.6 Structure of industry 3 2 2 

C4.1 Public opinion 1 1 1 

C4.2 Public health 3 1 1 

C4.3 Political and power factors 3 6 6 

C4.4 Education 10 7 7 

C4.5 Culture 7 5 5 

C4.6 Social environment 11 3 3 

C4.7 Employment 1 1 1 

C5.1 Monitoring and sanctioning 1 3 2 
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C5.2 Internal and external legal coherence (domestic law) 9 2 2 

C5.3 General waste management regulation in the EU 12 4 4 

C5.4 Policy strategy and method of implementation 11 5 5 

C6.1 Publicity, transparency (data management) 7 6 6 

C6.2 Elimination of duplicate authority 1 1 1 

C6.3 Fast and flexible administration 4 4 4 

C6.4 Cooperation among institutions 8 8 8 

C6.5 Improvement of professional standards 6 1 1 

 
Based on international experience, perhaps it is still surprising that the most important 

element of the system is ‘Engineering knowledge’. It is followed by financial, technolog-
ical and legal factors (C1.2, C3.3, C3.5, C1.4, and C5.3). 

The authors concluded that Metric A to B and C shows a match of 75% in terms of 
the most common elements however B to C and vica versa shows a match of 94%. 

The authors also verified that 12 factors out of the most common 16 elements occur 
often in each cluster (max. 15, min. 4 times). In this sense, the metrics gave a very similar 
outcome. 

As a result of the introduces fuzzy cognitive modelling techniques and the proposed 
new model reduction method it can be stated that the above listed factors can be of greatest 
importance on the management of the circular economy as a sustainable waste and mate-
rial management system.  

Since the factors having the most significant effect on a system’s sustainability receive 
the proper emphasis during the design and operation process, the effect of the other factors 
contributes also to the long-term management of the system. 

The model formulated on the basis of the proposed method can be an example of how 
an environmentally and socially-economically mission can be done in a way to be able to 
provide a favourable solution from economic, legal and institutional point of view. 

4 Conclusions 

The study presented here has got a limit, which the authors have faced during the 
research, and which may also occur as a problem for future applications. Six to eight 
professionals with extensive experience in their fields are needed to support the fuzzy 
cognitive map methodology. The work of the group of experts needed to be moderated 
by an environmental specialist, who also interprets the results. So, at this stage of the 
evaluation the expertise and experience is of great importance. The support of an IT 
staff member is also required who performs the simulations based on the in-put data 
and help in producing results. 

Therefore, it can be concluded that for carrying out the proposed assessment method-
ology, expert knowledge is needed to ensure the reliability of the results obtained.  
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5 Future research  

The authors’ purpose is to continue the investigation to understand the deeper context 
of the circular economy and try to develop a refined model. 
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Abstract. Attributes contained in a database usually provide redundant informa-
tion, hence an essential part in Formal Concept Analysis is getting procedures
to remove the unnecessary attributes. In this work, we present some properties
related to the attributes that generate irreducible elements of a multi-adjoint con-
cept lattice. These properties are very useful in order to obtain minimal sets of
attributes keeping the knowledge of the database.

Keywords: attribute reduction, reduct, multi-adjoint concept lattice.

1 Introduction

An important part of Formal Concept Analysis (FCA) [1, 4, 8, 13] is the reduction of
the number of attributes, since databases usually contain redundant information. One
of the main goals of this mathematical theory is to obtain minimal subsets of attributes
preserving the knowledge contained in the initial database, from which we can build
a concept lattice isomorphic to the original one. From these minimal subsets of at-
tributes, called reducts, interesting information about data is obtained. For instance, the
construction process of the concept lattice is made easier since the difficulty depends on
the number of attributes and objects. In addition, we can also obtain information about
the attributes implications in our context.

On the other hand, due to its broad appeal new fuzzy extensions of this theory
were introduced [2, 3, 7, 12]. In this paper, we consider FCA within the multi-adjoint
concept lattice framework, which was introduced in [9, 10]. Specifically, we study how
to obtain reducts considering an attribute reduction method based on a characterization
of the meet-irreducible elements of a multi-adjoint concept lattice presented in [6]. This
mechanism classifies the set of attributes in absolutely necessary, relatively necessary
and absolutely unnecessary attributes, as in Rough Set Theory (RST) [11]. Therefore,
it can be used to build reducts.
? Partially supported by the Spanish Economy and Competitiveness Ministry (MINECO) project
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In addition, since the meet-irreducible elements of a concept lattice are related to
the obtained attribute classification, we will focus on the attributes that generate meet-
irreducible elements of a multi-adjoint concept lattice. We will study properties about
this kind of attributes and will analyze its influence on the reducts of the context. Finally,
we also include an illustrative example.

2 Attribute classification in multi-adjoint concept lattices

First and foremost, it is convenient to mention that the notions corresponding to the
multi-adjoint concept lattice environment are supposed known by the reader. For that
reason, we will only fix the necessary framework to present our study in this section. We
will consider a multi-adjoint framework (L1, L2, P,&1, . . . ,&n) and a multi-adjoint
context (A,B,R, σ). The tuple of the multi-adjoint frame is composed by two complete
lattices (L1,�1) and (L2,�2), a poset (P,≤) and the conjunctors of a family of adjoint
triples. With respect to the context, this is formed by sets of attributes and objectsA and
B, respectively, a P -fuzzy relation R : A×B → P and a mapping σ which associates
any element in A×B with some particular adjoint triple in the frame.

Hereunder, the attribute classification theorems obtained by using the characteriza-
tion of the meet-irreducible elements of a multi-adjoint concept lattice will be reminded.
The set of meet-irreducible elements will be denoted as MF (A) [6]. In addition, we
need to define the following sets:

Eai,x = {aj ∈ A \ {ai} | there exists x′ ∈ L1, satisfying φ↓ai,x = φ↓aj ,x′}

where ai ∈ A, x ∈ L1 and φai,x, φaj ,x′ are the fuzzy attributes defined in [6].

Theorem 1. Given ai ∈ A, we have that:

(1) It is absolutely necessary, ai ∈ Cf , if and only if there exists xi ∈ L1, such that
〈φ↓ai,xi

, φ↓↑ai,xi
〉 ∈ MF (A), satisfying that 〈φ↓ai,xi

, φ↓↑ai,xi
〉 6= 〈φ↓aj ,xj

, φ↓↑aj ,xj
〉, for

all xj ∈ L1 and aj ∈ A, with aj 6= ai.
(2) It is relatively necessary, ai ∈ Kf , if and only if ai /∈ Cf and there exists
〈φ↓ai,xi

, φ↓↑ai,xi
〉 ∈ MF (A) satisfying that Eai,xi

is not empty and A \ Eai,xi
is

a consistent set.
(3) It is absolutely unnecessary, ai ∈ If , if and only if, for each xi ∈ L1, we have that
〈φ↓ai,xi

, φ↓↑ai,xi
〉 6∈MF (A), or if 〈φ↓ai,xi

, φ↓↑ai,xi
〉 ∈MF (A), then A \Eai,xi

is not a
consistent set.

The previous theorem plays a key role in the computation of the minimal sets of
attributes, which are called reducts. An initial survey about the building process of
reducts will be carried out in the following section, since they can provide a significant
reduction of the computational complexity of the concept lattice. The reader can find
more information about all these notions in [5, 6].
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3 Properties of reducts in multi-adjoint concept lattices

In order to obtain reducts in multi-adjoint concept lattices is fundamental to know
whether an attribute should be considered or not. It is easy to see that unnecessary at-
tributes must be removed whereas the absolutely necessary attributes must be included
in all reducts. Due to different reducts can be obtained when the set of relatively neces-
sary attributes is nonempty, our main goal will consist in giving the first steps in order
to select this kind of attributes.

Taking into account the relationship between the given attribute classification and
the meet-irreducible elements of a concept lattice, this section will analyze the attributes
that generate the meet-irreducible elements of a multi-adjoint concept lattice. The fol-
lowing definition will be very useful for this survey.

Definition 1. Given a multi-adjoint frame (L1, L2, P,&1, . . . ,&n) and a context
(A,B,R, σ) with the associated concept lattice (M,≤). LetC be a concept of (M,≤),
we define the set of attributes generating C as the set:

Atg(C) = {ai ∈ A | there exists φai,x ∈ Φ such that 〈φ↓ai,x, φ
↓↑
ai,x〉 = C}

From now on, interesting properties corresponding to the attributes of a multi-
adjoint context will be introduced. These properties will be helpful in the construction
process of reducts.

Proposition 1. IfC is a meet-irreducible concept of (M,≤), then Atg(C) is a nonempty
set.

A characterization of the singleton sets of attributes generating a concept is shown
in the proposition below.

Proposition 2. If C is a meet-irreducible concept of (M,≤) satisfying that
card(Atg(C)) = 1, then Atg(C) ⊆ Cf .

In general, the converse of the previous result is not satisfied. However, if the set of
absolutely necessary attributes is nonempty, the existence of a meet-irreducible element
C satisfying that card(Atg(C)) = 1 is guaranteed.

Proposition 3. If the attribute a ∈ Cf then there exists C ∈ MF (A) such that a ∈
Atg(C) and card(Atg(C)) = 1.

The corollary below is a straightforward consequence of the previous properties.

Corollary 1. If C is a meet-irreducible concept of (M,≤) and Atg(C)∩Kf 6= ∅ then
card(Atg(C)) ≥ 2.

The following result states that there does not exist an absolutely necessary attribute
belonging to Atg(C) being C a meet-irreducible concept obtained from a relatively
necessary attribute.

Proposition 4. Let C be a meet-irreducible concept. Atg(C) ∩Kf 6= ∅ if and only if
Atg(C) ∩ Cf = ∅.
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The next proposition shows the required condition in order to guarantee that each
relatively necessary attribute is generated by only one meet-irreducible element of the
concept lattice.

Proposition 5. If GK = {Atg(C) | C ∈MF (A) and Atg(C)∩Kf 6= ∅} is a partition
of Kf , each attribute in Kf generates only one meet-irreducible element of the concept
lattice.

Finally, a sufficient condition to ensure that all the reducts have the same cardinality
is established.

Theorem 2. When the set GK = {Atg(C) | C ∈MF (A) and Atg(C) ∩Kf 6= ∅} is a
partition of Kf , then all the reducts Y ⊆ A have the same cardinality. Specifically, the
cardinality is card(Y ) = card(Cf ) + card(GK).

The computation of reducts for a particular multi-adjoint concept lattice will be
shown in the following section, by using an interesting example. Specifically, the ex-
ample will let us clarify the obtained properties in Proposition 5 and Theorem 2.

4 An illustrative example

First of all, we will establish a multi-adjoint frame and context in which we will com-
pute the reducts. Consider the frame ([0, 1]10, [0, 1]4, [0, 1]5,�,&∗G) composed by three
complete lattices which are regular partitions of the unit interval in 10, 4 and 5 pieces,
respectively, and the discretization of the Gödel conjunctor &∗G defined on
[0, 1]10 × [0, 1]4. The set of attributes A = {a1, a2, a3, a4, a5, a6}, the set of objects
B = {b1, b2, b3}, the relation R : A×B → [0, 1]5 given by Table 1 and the mapping σ
which is constantly &∗G form the context (A,B,R, σ).

Table 1. Relation R

R a1 a2 a3 a4 a5 a6
b1 0.6 0.2 0.2 0 1 0.6

b2 0.8 0.4 0.6 0.6 1 0.8

b3 0.6 0.6 0.2 0 0 0

As we mentioned above, the attribute classification will facilite us the computa-
tion of reducts. Therefore, we will need to know the meet-irreducible elements of the
concept lattice and the fuzzy-attributes associated with them in order to obtain this clas-
sification. Taking into account Theorem 1 and the Hasse diagram of the concept lattice
exposed in Figure 1, we have:

Cf = {a1, a2}
Kf = {a3, a4, a5, a6}
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Since a1 and a2 are absolutely necessary attributes, they must be included in all
reducts. Hereunder, we will examine the attributes generating each meet-irreducible
concept in order to select the relatively necessary attributes that should be included in
each reduct.

Atg(C1) = {a3, a4} Atg(C10) = {a1}
Atg(C8) = {a1} Atg(C13) = {a2}
Atg(C9) = {a5, a6} Atg(C14) = {a2}

Fig. 1. Meet-irreducible concepts MF (A) and Hasse diagram of (M,�).

MF (A) Fuzzy-attributes generating
meet-irreducible concepts

C1 φa3,0.7, φa3,0.8, φa3,0.9, φa3,1

φa4,0.7, φa4,0.8, φa4,0.9, φa4,1

C8 φa1,0.9, φa1,1

C9 φa5,0.1, φa5,0.2, φa5,0.3, φa5,0.4

φa5,0.5, φa5,0.6, φa5,0.7, φa5,0.8

φa5,0.9, φa5,1

φa6,0.1, φa6,0.2, φa6,0.3, φa6,0.4

φa6,0.5, φa6,0.6

C10 φa1,0.7, φa1,0.8

C13 φa2,0.3, φa2,0.4

C14 φa2,0.5, φa2,0.6

Clearly, the set GK = {Atg(C) | C ∈ MF (A) and Atg(C) ∩ Kf 6= ∅} =
{Atg(C1),Atg(C9)} is a partition of Kf because Atg(C1) and Atg(C9) are disjoint
subsets of Kf . As a consequence, applying Proposition 5, we can ensure that each at-
tribute in Kf generates only one meet-irreducible element of the concept lattice. This
fact can be easily seen in the table displayed in Figure 1. In addition, Theorem 2 guar-
antees that all the reducts have the same cardinality as it is shown below:

Y1 = {a1, a2, a3, a5} Y3 = {a1, a2, a4, a5}
Y2 = {a1, a2, a3, a6} Y4 = {a1, a2, a4, a6}

These reducts give rise to concept lattices isomorphic to the original one.
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5 Conclusions and future work

We have provided an initial study about the construction process of reducts in multi-
adjoint concept lattices, where the attribute classification introduced in [6] has played
a fundamental role. We have presented interesting properties and results in order to
emphasize the significance of the selection of the relatively necessary attributes for
determining the reducts.

As a future work, we will continue analyzing more properties corresponding to
reducts with the purpose of generate them in the most suitable way. Another important
task will be to develop an algorithm to compute reducts.
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Abstract. Fuzzy Cognitive Maps (FCMs) are widely applied to describe, model 
and simulate complex systems. It supports decision making and helps better un-
derstand the operation of multicomponent systems. FCMs can be considered as 
digraphs: the nodes represent the components of the system, while the arcs ex-
press the cause-effect relationships among these components. There are two pos-
sible main ways of model creation: expert-based and automated methods. 

Expert based methods are based on the knowledge, experience and opinions 
of experts of the investigated field. As a consequence of this approach, the result-
ing models contain more or less subjective information that may decrease the 
trustworthiness of the model, even if the final model aggregates the information 
provided by individual models of several experts. 

This phenomenon can be avoided by using automated methods. The drawback 
of this approach is that these methods require the availability of historical data. 

A novel technique is proposed in this paper in order to investigate the effect 
of slightly modified model parameters (arc weights) on simulation results. The 
most influencing parameters can be detected this way, and their values can be 
revised in order to model the studied system in a more accurate way. It proved to 
be especially useful in practice when the model is created by experts. The paper 
presents an example as well to demonstrate that the performed modifications can 
give rise to different kind of model behaviors, different amount of fixed-point 
attractors. 

Keywords: fuzzy cognitive maps, model uncertainty, behavioral stability, mul-
tiobjective optimization, Bacterial Evolutionary Algorithm. 

1 Introduction 

Fuzzy Cognitive Maps (FCM) are a proper tool for decision makers to describe com-
plex systems, including their components and the direction and strength of relationships 
among these components. Several papers can be found in the literature about how to 
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create models and use them for simulation purposes and decision support [1]. The nov-
elty of this paper is to provide a method to analyze the uncertainty and behavioral sta-
bility of models. This way the effect of small weight changes on model behavior can 
be studied. There are at least two good reasons why does it worth perform such an 
analysis.  

If the model is provided by experts, viz. human beings, the connection matrix of the 
model is sometimes not perfect. In practice, it is not easy to define the weight of a 
connection between two components of the investigated system if the size of that sys-
tem is huge. Obviously, they did their best, but the number of connections is commen-
surate with the square of the number of components. For example, if the investigated 
system has 10 components, the number of connections can be up to 90. It is very hard 
to see the system as a whole if it has so many details and chose well-balanced weights 
to represent the real relationships. If these weights are poorly estimated, the simulation 
of the system will lead to states that may never occur in the real world. 

The results of this paper are interesting even if the weights are already well chosen, 
or defined by a sort of machine learning or optimization algorithm, because if the be-
havior of the modified models is known, we can see how and where should the model 
be changed in order to eventuate a better operation, or what effects jeopardize the op-
eration of it. 

The next section describes briefly the theoretical background of our investigation, 
including FCMs and Bacterial Evolutionary Algorithm (BEA) which is used to find the 
most interesting, slightly modified model versions. It is followed by the description of 
our suggested method. The next section contains the analysis results of an example 
model. Finally, the directions of further improvements and conclusions are summa-
rized. 

2 Theoretical background 

2.1 A short overview of Fuzzy Cognitive Maps 

The first cognitive maps were created by Axelrod [2] to support political decision 
making. His technique was further improved by Kosko [3, 4], and Fuzzy Cognitive 
Maps (FCM) was born. FCMs are fuzzy signed directed graphs: the nodes of the graph 
represent the components of the modeled system. These are also called ‘concepts’ in 
FCM theory. They can have any real value in the [0 +1] interval, describing e.g. the 
state of a valve (fully or partly opened, closed) or a gauge (current fluid level) [5]. (In 
some special environments, [−1 +1] interval is used [6].) The cause-effect relationships 
among concepts are expressed by the weight of arcs. These values have to be in the [−1 
+1] interval; positive sign means positive effect on the connected concept, and vice 
versa. The absolute value of the connection weight depends on the strength of that con-
nection. The system can be depicted by a graph or a connection matrix. In most cases 
the main diagonal contains zeros according to Kosko’s original idea, that is, the con-
cepts cannot influence their own state directly. The FCM used to demonstrate the pro-
posed method are described by Fig. 1 and Table 1. 
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Fig. 1 Graph representation of the investigated 

FCM model 

Table 1. Connection matrix 

 C1 C2 C3 C4 C5 
C1 0 0 0 1 0.5 
C2 1 0 0.5 0.5 1 
C3 0 0.5 0 0 0 
C4 0 0 -0.5 0 0 
C5 0.5 0 0 0 0 

 

If the initial states of concepts and the connection matrix are known, a simulation 
can be started to investigate the concept values at discrete time steps and the behavior 
of the modeled system. The next state of the model can be calculated by Eq. (1). 

(௧ାଵ)ܣ  =  ݂ ቀ∑ ெୀଵݓ (௧)ܣ + (௧)ቁܣ , ݅ ≠   isݓ ,(௧) represents the value of concept i at time t (also called ‘activation’ value)ܣ (1) ݆
the weight of the directed arc between concepts j and i, M is the number of concepts 
and f is the threshold function.  

Note that a version of this equation was first proposed in [7] in a more general form 
and was called FCM of Type II. The main advantage of this version of FCM is that it 
takes into account the current value (‘state’) of a concept during the calculation of the 
next value of it. In some sense, the concepts ‘remember’ their current state, and this 
memory influences their next state. Several systems in real life behave like this. On the 
contrary, Kosko’s original equation (FCM of Type I) defines the next activation value 
of a concept using only the effects of all other concepts on it. Furthermore, it can be 
seen that  equation (2) and a connection matrix containing only zeros in its main diag-
onal (see e.g. Table 1) behaves in the same way as Kosko’s equation with a connection 
matrix that has ones in the main diagonal. 

Several threshold functions are known in the literature [6]. The sigmoidal one in Eq. 
(2) will be applied in this paper. 

 ݂ = ଵଵାషഊೣ (2) 

The threshold function guarantees that concept values remain in the allowed range. 
The λ parameter of the function specifies the steepness of the function and influences 
the values of concepts, but their order always remains the same. A widely applied value 
of λ is 5. 
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The simulation of a FCM that uses Eq. (2) can lead to three different outcomes [6]: 
1. In most cases the values of concepts converge quickly to a final, stable 

value. This vector of concept values often called as ‘fixed point attractors’. 
2. Sometimes a series of n state vectors can be observed repeatedly after a 

specific time step of the simulation. This is called a ‘limit cycle’. 
3. The last possible outcome is, when the values of concepts never stabilize, 

and the model behaves chaotically. 
 
In most cases the fixed point attractors are the desired outcomes, because this way 

the future states of the system, the consequences of different decisions can be predicted. 
But sometimes the chaotic or limit cycle behavior proves to be useful, e.g. if the goal is 
to predict time series data [8]. 

2.2 Bacterial Evolutionary Optimization 

Bacterial Evolutionary Algorithm (BEA) is a global optimization algorithm. BEA was 
originally proposed by Nawa and Furuhashi at the end of 1990s as a new evolutionary 
algorithm [9, 10]. This algorithm was established as a further development of the already 
existing Pseudo-Bacterial Genetic Algorithm [11] and the classical Genetic Algorithm 
[12]. The name of the algorithm indicates that its operations mimics the process of the 
evolution of bacteria. Individual bacteria represents possible solutions of a problem. BEA 
keeps a record of all available bacteria, i.e., solutions or model variants, called the bacte-
rium population. BEA creates successive generations of the population by using its two 
main operators, bacterial mutation and gene transfer, until some kind of termination con-
dition is fulfilled, e.g. a pre-defined number of generations is calculated or the algorithm 
is unable to find better solutions after evaluating some generations. Finally, the last gen-
eration is considered as the result, i.e., a group of model variants with interesting proper-
ties. During the simulation process, the bacterial mutation creates new versions of bacteria 
with random modifications. With other words, this operator is liable for the exploration 
of the search space. Depending on some parameters governing the spread or deviation of 
the mutation results, its properties balance between ‘globalness’ and convergence speed. 
The other operator, namely gene transfer, combines the genetic information of pairs of 
bacteria. Thus it performs the exploitation of the genetic data.  

Bacterial mutation optimizes the bacteria individually. For every bacteria of the pop-
ulation, the operator does the following. First, it creates K copies, the so-called ‘clones’ 
of the original bacterium. Then it chooses from the genes of the bacterium (these are 
the non-zero elements of the original connection matrix), and it randomly modifies the 
value of the selected gene in the clones. The next step is the evaluation of the modified 
bacteria. If one of the clones proved to be better than the original bacterium, the new 
value of the gene is copied back to the original bacterium. This process is repeated 
while all the genes of the original bacteria will not be mutated. At the end of the muta-
tion, all the clones are dropped. 

The gene transfer operator combines the genetic data of the bacteria in the hope that it 
can produce better bacteria. The original version of the gene transfer operator divides the 
population into two, equally sized parts. The bacteria with better objective function value 
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get into the superior part, the others in the inferior part. Next, the operator repeats T times 
the following activities. It chooses one bacterium from the superior part and another bac-
terium from the inferior part. After that, it copies some randomly selected genes of the 
superior bacterium into the other. Certainly, after such a modification, the objective func-
tion has to be evaluated again. Before the next iteration of the gene transfer, the population 
has to be sorted again considering the objective function values. If the modification of the 
inferior bacteria was successful enough, it can migrate into the superior part. 

3 Description of the applied method 

The weights of connections in FCM models are represented by real numbers in the 
[−1 +1] interval, thus theoretically the number of possible weight values of a specific 
connection is infinite. Obviously, we have to define some levels of weight values in 
order to decrease the number of possible configurations. For example, if the number of 
levels is five, the values −1, −0.5, 0, +0.5 and +1 can be applied. According to our 
experiences, it does not have any significant advantages to increase the number of levels 
over nine, especially if the original model did not contain more levels. 

In order to decrease the computational demand of our investigations and because 
experts can decide with high reliability whether two components of the system are con-
nected or not, the cells of the connection matrix containing zeros is left untouched. 

The behavior of modified models are tested with random generated initial state vec-
tors, called scenarios. The initial values of components (represented by concepts of 
FCM) also often have some pre-defined levels, e.g. five, according to the used linguistic 
variables (the fifth possible level, namely −1 is not used in Fig. 1). Despite of these 
restrictions it is still practically impossible to perform an exhaustive check of all possi-
ble initial state vectors on big models. For example, if the number of allowed levels is 
five and the number of components (concepts) is 10, then the number of initial state 
vectors is 510 = 9 765 625. Every simulation is very time consuming process thus the 
number of required simulations must be limited. A smaller amount of scenarios, e.g. 
1 000 seems enough in most cases and in our specific example case as well to reveal 
the general behavior of different models, but the exact number obviously depends on 
the specific model. The constant value of 5 for lambda is used because otherwise the 
number of possible models would be much greater. 

The proposed method explores ‘interesting’ modified versions of the investigated 
model. In most cases, the models have only a few fixed-point attractors. In some special 
cases however several fixed points or limit cycles/chaotic behavior may occur. These 
cases are rare and therefore more interesting and illuminating than the others. In many 
cases, the chaotic behavior should be avoided because the system never stabilizes and its 
state cannot be predicted.  

The method uses an implementation of BEA. It runs FCM simulations as objective 
function to measure the quality of model versions. A randomly modified model version 
(with respect to the constraints described above) is represented by an individual bacte-
rium. In this paper the optimization executed as an example was stopped after 5 gener-
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ations and the last generation was considered as result. The population contains 50 bac-
teria. BEA automatically produces newer and newer modified versions of an original 
model during mutation and gene transfer and examines their behavior. The initial con-
cept values in scenarios have 5 different levels (0, 0.25, 0.5, 0.75 and 1) while the mod-
ified connection matrices have 9 different levels (−1, −0.75, −0.5, …, +1). The method 
performs 1 000 simulations with the model according to the 1 000 scenarios, identifies 
and counts the different fixed point attractors and also counts the number of scenarios 
that lead to chaotic behavior or limit cycles (these two behaviors are not distinguished 
at the moment). 

The applied method compares the bacteria (model variants) in order to decide which 
one is better than the other. It ranks the models on the grounds of two values: the num-
ber of different fixed-point attractors and the sum of chaotic cases and limit cycles. One 
model is better than the other (with other words, one model dominates the other) if it 
has at least one property that is better than the other’s while all other properties are not 
worse. For example, if Model 1 has 4 fixed point attractors and never produces chaotic 
behavior and Model 2 has only 3 different fixed points and also never produces chaotic 
behavior then Model 1 is better than Model 2. 

 

 

Fig. 2 Comparison function of two model variants 
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The ranking of bacteria should be performed by searching for the members of Pareto-
fronts of bacteria, where the criteria are the number of fixed point attractors and limit 
cycles/chaotic cases. All members of the current front are considered ‘equally good’ 
for the algorithm, and the first front contains the best model variants. In order to find 
the next front, the bacteria of the current front have to be removed, and the whole pro-
cess is repeated until all the bacteria are classified into different Pareto-fronts. As this 
paper documents our first attempt to investigate the uncertainty and behavioral stability  
of human-made FCM models, only a quick-and-dirty solution is implemented in the 
program, and it must be changed in the future because it does not necessarily provides 
the same results in all cases. Currently a Quick sort algorithm sorts the bacteria and it 
uses the comparison function described by Fig. 2. (fp is the number of different fixed 
point attractors, chaotic is the number of scenarios resulted in chaotic behavior. These 
parameters are given for two models (A and B) at the same time.) 

4 Results 

Due to the limited extent of the paper only three interesting model variants are shown: 
model #1, #34 and #48. The first 47 models never behave chaotically, and the number 
of fixed-points ranges from 3 to 15. The first model variant is the only one that has 
exactly 3 fixed-point attractors. Both model #34 and #48 have 10 fixed-point attractors, 
but model #48 has 4 chaotic cases/limit cycles as well, while model #34 has none of 
these. Concepts that have different final values in fixed-point attractors are emphasized 
with bold typeface. The percentages in parenthesis show the proportions of different 
fixed points.  

Table 2 Fixed point attractors of Model #1 (λ = 5) 
Chaotic cases or limit cycles were not found. 

FP. ID C1 C2 C3 C4 C5 
1 (23.3%) 0.01 0.99 1.00 0.85 1.00 
2 (76.5%) 0.01 0.99 1.00 0.14 1.00 
3 (0.2%) 0.01 0.99 1.00 0.51 1.00 

Table 3 Connection matrix of Model #1 (λ = 5) 

 C1 C2 C3 C4 C5 
C1 0 0 0 -0.75 0.5 
C2 -0.25 0 0.25 -0.5 0.25 
C3 0 0 0 0 0 
C4 0 0 0.25 0 0 
C5 -0.75 0 0 0 0 
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Table 4 Fixed point attractors of Model #34 (λ = 5) 
Chaotic cases or limit cycles were not found. 

FP. ID C1 C2 C3 C4 C5 
1 (19%) 0.15 0.01 0.99 0.99 0.99 
2 (5.7%) 0.85 0.99 0.03 0.11 0.01 

3 (20.7%) 0.99 0.01 0.99 1.00 0.15 
4 (8.6%) 0.85 0.99 0.03 0.75 0.01 

5 (18.6%) 0.90 0.01 0.99 1.00 0.90 
6 (13.9%) 0.10 0.99 0.03 0.03 0.10 
7 (12.8%) 0.01 0.99 0.03 0.03 0.85 
8 (0.1%) 0.02 0.99 0.03 0.03 0.53 
9 (0.2%) 0.98 0.01 0.99 1.00 0.46 

10 (0.4%) 0.45 0.01 0.99 1.00 0.98 

Table 5 Connection matrix of Model #34 (λ = 5) 

 C1 C2 C3 C4 C5 
C1 0 0 0 0.25 -0.5 
C2 -0.5 0 -0.75 -0.75 -0.5 
C3 0 -1 0 0 0 
C4 0 0 0 0 0 
C5 -0.5 0 0 0 0 

Table 6 Fixed point attractors of Model #48 (λ = 5) 
4 chaotic cases/limit cycles were found. 

FP. ID C1 C2 C3 C4 C5 
1 (13.1%) 0.00 0.91 0.91 0.91 0.91 
2 (21.7%) 0.86 0.99 0.03 0.00 0.00 
3 (9.3%) 0.00 0.99 0.03 0.15 0.86 
4 (9.7%) 0.99 0.16 0.99 0.00 0.02 

5 (25.8%) 0.07 0.99 0.03 0.08 0.09 
6 (16.2%) 0.00 0.15 1.00 0.99 0.99 
7 (3.5%) 0.00 0.99 0.11 0.86 0.86 
8 (0.1%) 0.02 0.91 0.90 0.89 0.33 
9 (0.1%) 0.00 0.99 0.06 0.49 0.86 

10 (0.1%) 0.98 0.40 0.96 0.00 0.01 

Table 7 Connection matrix of Model #48 (λ = 5) 

 C1 C2 C3 C4 C5 
C1 0 0 0 -1 -0.75 
C2 -0.5 0 -0.75 -0.5 -0.5 
C3 0 -0.5 0 0 0 
C4 0 0 0.25 0 0 
C5 -1 0 0 0 0 



23 

5 Conclusions and future research 

The proposed method is able to generate small modifications on FCM models that lead 
to very different model behavior. It is especially useful to find relationships that are very 
sensitive to changes and may cause unexpected simulation results. These connection 
weights can be further investigated, the importance of these changes can be consulted 
with experts. 

The method could be further improved to increase its usefulness in practice, however. 
For example, only one lambda value, namely 5 was applied but a different lambda value 
can also affect the simulation results. In some fields the differentiation of chaotic cases 
and limit cycles would be important, and other details of the implementation should be 
improved. The program and sample data can be downloaded at http://rs1.sze.hu/~hat-
wagnf/escim2016/escim2016.zip 
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Abstract. An initial study on multi-adjoint logic programming with negations
is presented in this paper. In particular, the existence of stable models for the
mentioned logic programs is guaranteed.
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1 Introduction

Multi-adjoint logic programming was presented as a generalization of different non-
classical of logic programming theories in [11]. The main feature of this logical frame-
work is related to the use of several implications in the rules of a same logic program,
as well as general operators in the bodies of the rules. Recent papers have shown an
special interest in this research topic [4, 5, 10, 16].

This manuscript will enrich the semantic structure of multi-adjoint logic programs
with an additional operator, that is, a negation operator. Our goal will focus on es-
tablishing the first steps to define the semantics for multi-adjoint logic programs with
negations by using stable models.

To the best of our knowledge, only sufficient conditions have been stated in order to
guarantee the existence and the unicity of stable models in some approaches [3, 6, 13–
15]. An important survey on the existence and unicity of stable models for residuated
logic programs with negations defined on the unit interval was introduced in [1, 8, 9].

Following the idea shown in [1], we will provide the necessary requirements to
ensure the existence of stable models for multi-adjoint programs with negations defined
on any convex compact set of an euclidean space.

2 Multi-adjoint logic programming

Multi-adjoint logic programming was introduced in [11] generalizing different non-
classical logic programming frameworks such that the residuated logic programming [2]
and the initial work presented in [17]. The following notion plays a key role in the ex-
tension to logic programming to the fuzzy case.
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Definition 1. Let (P,≤) be a partially ordered set. We say that (& ,←) is an adjoint
pair with respect to (P,≤) if the mappings & ,← : P × P → P satisfy that:

1. & is order-preserving in both arguments.
2. ← is order-preserving in the first argument (the consequent) and order-reversing

in the second argument (the antecedent).
3. The equivalence x ≤y ← z if and only if x& z≤ y holds, for all x, y, z ∈ P .

Adjoint pairs are the basic operators to make the computations in fuzzy logic pro-
gramming. Considering a bounded lattice together with different adjoint pairs, whose
conjunctors satisfy the boundary conditions with respect to the top element of the lat-
tice, allows us to define the semantic structure of the multi-adjoint logic programs.

Definition 2. A multi-adjoint lattice is a tuple (L,�,←1,&1, . . . ,←n,&n) verifying
the following properties:

1. (L,�) is bounded lattice, i.e. it has bottom (⊥) and top (>) elements;
2. (&i,←i) is an adjoint pair in (L,�), for all i ∈ {1, . . . , n};
3. >&i ϑ = ϑ&i> = ϑ, for all ϑ ∈ L and for all i ∈ {1, . . . , n}.

Once we have shown the notions of adjoint pair and multi-adjoint lattice, we can
proceed to include the definition of multi-adjoint logic program. Before, it is important
to say that we will assume that the reader is familiar with the concepts associated with
the syntax and the semantics of propositional languages.

From now on, we will consider a fixed set of propositional symbols denoted as Π
and a given language denoted as F. The syntax of a multi-adjoint logic program is based
on a set of rules and facts as it is explained below.

Definition 3. Let (L,�,←1,&1, . . . ,←n,&n) be a multi-adjoint lattice. A multi-adjoint
logic program is a set of rules of the form 〈(A←i B), ϑ〉 such that:

1. The rule (A←i B) is a formula of F;
2. The confidence factor ϑ is an element (a truth-value) of L;
3. The head of the rule A is a propositional symbol of Π .
4. The body formula B is a formula of F built from propositional symbols B1, . . . , Bn

(n ≥ 0) by the use of conjunctors &1, ...,&n and ∧1, ...,∧k, disjunctors ∨1, ...,∨l,
aggregators @1, . . . ,@m and elements of L.

5. Facts are rules with body >.

In this paper, we are interested in studying a special kind of multi-adjoint logic
programs which are called multi-adjoint normal logic programs. The main difference
between multi-adjoint normal logic programs and the previous ones is that the multi-
adjoint lattice is enriched with a negation operator.

3 Syntax and semantics of multi-adjoint normal logic programs

This section will begin with the definition of multi-adjoint normal logic programs. Note
that, the considered negation operator ¬ : L→ L is a decreasing mapping verifying the
equalities ¬(⊥) = > and ¬(>) = ⊥.
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Definition 4. Let (L,�,←1,&1, . . . ,←n,&n,¬) be a multi-adjoint lattice with nega-
tion. A multi-adjoint normal logic program P is a finite set of weighted rules of the
form:

〈p←i @[p1, . . . , pm,¬pm+1, . . . ,¬pn];ϑ〉

where i ∈ {1, . . . , n}, @ is an aggregator operator, ϑ is an element ofL and p, p1, . . . , pn
are propositional symbols such that pj 6= pk, for all j, k ∈ {1, . . . , n}.

Henceforth, the set of propositional symbols appearing in a multi-adjoint normal
logic program P will be denoted asΠP. In order to define the semantics of multi-adjoint
logic programs with negations, we need to include the notion of fuzzy interpretation and
model.

Definition 5. A fuzzy L-interpretation is a mapping I : ΠP → L which assigns a truth
value to every propositional symbol appearing in P. The set of all interpretations is
denoted IL, where L is a multi-adjoint algebra in which the multi-adjoint lattice is
defined. We say that:

(1) A weighted rule 〈p ←i @[p1, . . . , pm,¬pm+1, . . . ,¬pn];ϑ〉 is satisfied by I if and
only if ϑ � Î (p←i @[p1, . . . , pm,¬pm+1, . . . ,¬pn]).

(2) An interpretation I ∈ IL is a model of a multi-adjoint normal logic program P if
and only if all weighted rules in P are satisfied by I .

In order to make the difference between the syntax and semantics of the operators,
we will write ω to denote an operator symbol in Ω and

.
ω to denote the interpretation of

the previous operator symbol under L.
The immediate consequence operator is generalized for the multi-adjoint normal

logic programs framework as follows.

Definition 6. Let P be a multi-adjoint normal logic program. The immediate conse-
quence operator is the mapping TL

P : IL → IL defined as

TP(I)(p) = sup{ϑ
.
&i Î(B) | 〈p←i B;ϑ〉 ∈ P}

where p ∈ ΠP and 〈p←i B;ϑ〉 denote the rules of P.

When a multi-adjoint logic program (without negation operator) is considered, its
immediate consequence operator is monotonic. This fact leads us to characterize the
models of a multi-adjoint logic program by using the post fix points of the immediate
consequence operator. Knaster-Tarski’s fix point theorem together with the mentioned
characterization guarantees that the least model of the multi-adjoint program coincides
with its least fix point.

However, the immediate consequence operator of a multi-adjoint normal logic pro-
gram is not necessarily monotonic. Consequently, the existence of the least model can-
not be guaranteed. In order to avoid this problem, stable models arose.

26



4 Existence of stable models

The semantics of multi-adjoint normal logic programming is based on the notion of
stable model, which was introduced in [7]. The strategy to define this semantics is
similar to the employed approach for normal residuated logic programs.

From a multi-adjoint normal logic program P and a fuzzy L-interpretation I , we
are going to construct a multi-adjoint program without any negation. The mechanism
consists in substituting each rule in P such as

〈p←i @[p1, . . . , pm,¬pm+1, . . . ,¬pn];ϑ〉

by the rule
〈p←i @I [p1, . . . , pm];ϑ〉

where the operator
.
@I : L

m → L is defined as

.
@I [ϑ1, . . . , ϑm]=

.
@[ϑ1, . . . , ϑm,

.¬ I(pm+1), . . . ,
.¬ I(pn)]

for all ϑ1, . . . , ϑm ∈ L. The new obtained program will be called the reduct of P with
respect to the interpretation I and it will be denoted as PI .

In what follows, the notion of stable model of a multi-adjoint normal logic program
is introduced.

Definition 7. Given a multi-adjoint normal logic program P and a fuzzyL-interpretation
I , we say that I is a stable model of P if and only if I is a minimal model of PI .

The next result shows one of the most important features of stable models.

Proposition 1. Any stable model of P is a minimal fix point of TP.

Since the immediate consequence operator is not necessarily monotonic, the coun-
terpart of proposition above is not satisfied in general.

A detailed survey about the existence of stable models for normal residuated logic
programs defined on [0, 1] was carried out in [9]. Later, this study was generalized in [1],
where the existence of stable models was proven for normal residuated logic programs
defined on any convex compact set of an euclidean space. This section will only focus
on the survey of the existence of stable models in the multi-adjoint logic programming
framework.

First and foremost, the convexity and the compactness of the set of fuzzy K-inter-
pretations of a multi-adjoint normal logic program defined on a lattice with convex
compact support is guaranteed.

Proposition 2. Let P be a multi-adjoint normal logic program defined on a complete
lattice (K,�,←1,&1, . . . ,←n,&n,¬) where K is a convex (compact, respectively)
set in an euclidean space X . Then the set of fuzzy K-interpretations of P is a convex
(compact, respectively) set in the set of mappings defined on X .
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Before introducing the existence theorem, we will expose the idea the proof is based
on. Given a fuzzy K-interpretation I , if we demonstrate that the mapping which asso-
ciates each I with the least fix point of TPI

, that is R(I) = lfp(TPI
), is continuous then

we can apply the Schauder’s Fixed Point Theorem [12]. This fact allows us to ensure
that there exists I being the least fix point of TPI

. Moreover, since PI is a multi-adjoint
logic program without any negation, this fix point is actually the minimal model of PI .
Consequently, we obtain that I is a stable model of P.

Theorem 1. Let (K,�,←1,&1, . . . ,←n,&n,¬) be a multi-adjoint lattice where K
is a non-empty convex compact set in an euclidean space, and a finite multi-adjoint
normal logic program P defined on this lattice. If &1, . . . ,&n, ¬ and the aggregator
operators in the body of the rules of P are continuous operators, then P has at least a
stable model.

Finally, an illustrative example is shown in order to clarify the existence theorem
presented above.

Example 1. Let (X,⊕,⊗,R) be an euclidean space where X is a space of triangular
functions defined as

fn(z) =

10(z − n) + 1 if n− 0.1 ≤ z ≤ n
10(n− z) + 1 if n ≤ z < n+ 0.1
0 otherwise

and ⊕,⊗ are mappings from X to X defined as fn ⊕ fm = fn+m and k ⊗ fn = fk·n,
respectively, where n,m, k ∈ R.

We will see that K = {fx | x ∈ [0, 1]} together with the ordering relation fn ≤ fm
if and only if n ≤ m, for all n,m ∈ R, is a convex and compact set.

With respect to the convexity, we have to prove that t⊗fx⊕(1−t)⊗fy ∈ K, for all
fx, fy ∈ K and t ∈ [0, 1]. This can be easily proven considering that t ·x+(1− t) ·y ∈
[0, 1], for all x, y, t ∈ [0, 1].

On the other hand, taking into account that {f0, f1} ⊂ K and fx ≤ f1, for all
fx ∈ K, we have thatK is a bounded and closed set. Then, the compactness is straight-
forwardly obtained.

Once we have seen that K is a convex compact set in X , applying Theorem 1,
we can guarantee that every multi-adjoint normal logic program P defined on the multi-
adjoint lattice (K,≤,←1,&1, . . . ,←n,&n,¬), where the conjunctors and the negation
are continuous operators, has at least a stable model.

5 Conclusions and future work

Our contribution has consisted in applying the philosophy of the multi-adjoint paradigm
in the syntax and the semantics of normal logic programs. Specifically, we have pro-
vided an original procedure to build reducts from multi-adjoint normal logic programs.
In addition, we have extended the theorem associated with the existence of stable mod-
els given in [1] to the multi-adjoint case.

As a future work, we will develop the mathematical theory corresponding to the
study of the unicity of stable models for multi-adjoint normal logic programs in a more
general domain, such as the set of subintervals C([0, 1]).
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Bonds in a Fuzzy Environment 
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Abstract 

Formal Concept Analysis (FCA) has become a very active research topic, both theoretical 
and practical; its wide applicability justifies the need of a deeper knowledge of its under-
lying mechanisms, and one important way to obtain this extra knowledge turns out to be 
via generalization.  

Several fuzzy variants of generalized FCA have been introduced and developed both from 
the theoretical and the practical side. Most of the generalizations focus on including extra 
features (fuzzy, possibilistic, rough, etc.); however, not much have been published on the 
suitable general version of certain specific notions, such as the bonds between formal 
contexts.  

One of the motivations for introducing the notion of bond was to provide a tool for stud-
ying mappings between formal contexts, somehow mimicking the behavior of Galois con-
nections between their corresponding concept lattices. In this talk we will deal with gen-
eralizations of the notion of bond in an L-fuzzy setting. 
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Abstract. The Krill Herd Algorithm (KHA) and Flower Pollination Algorithm
(FPA) are modern heuristic techniques that are applicable for the purposes of de-
riving best solution within several optimization tasks. This paper is a comparison
with regard to quality of result, of utilizing these metaheurisctics procedures for
the data clustering task when applied to twelve data sets drawn from the UCI Ma-
chine Learning Repository. Here, the Celinski-Harabsz Index served to validate
the cluster division criteria. Moreover, for broader comparison, the well-known
and commonly employed k-means method was applied. Via the Rand Index, the
quality of the results were assessed. The notion that KHA and FPA are effectively
employed in such work is supported.

Keywords: clustering, krill herd algorithm, flower pollination algorithm, biolog-
ically inspired algorithm, optimization, metaheuristic.

1 Introduction

Exploratory Data Analysis mainly consists of addressing the issues of clustering, clas-
sification, data and dimension reduction, as well as outliers detection. The main goal of
the clusterization procedure is to break up the confederate data collection into smaller
subsets called ’clusters’. This action is unsupervised, being achieved by way of infor-
mation directly derived from the data set itself. This division algorithm has been suc-
cessfully applied within a wide variety of situations, including, in particular, those of
engineering [6], but also in control tasks [9], economics [7] or even within the environ-
mental sciences [4].

The division of data is carried out in such a way as to minimize or maximize the
adapted to quality measure called the ’clustering index’. This measure is most fre-
quently based on simple statistical relationships, such as average distance or variance,
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etc. The prime intent is that of assigning individual elements of the investigated data
set, to particular clusters. Therefore, it can be concluded that the defined task is basi-
cally an NP-hard combinatorial optimization problem. Thus, metaheuristic procedures
can be naturally applied for optimization purposes.

Optimization problems are encountered when deriving solutions to many engineer-
ing issues. The optimization task may be considered as that of choosing the best possi-
ble use of limited resources (time, money, etc.), while attempting to bring about certain
goals. In achieving this, the optimization problem can be notated in a formal way. Let
us introduce the ’cost function’ (in some instances, this function can be also called the
’fitness function’) K:

K : A 7−→ R, (1)

(in some instances, this function can be also called the ’fitness function’) where A ⊂
Rn. The optimization task consists of finding the value x∗ ∈ A, such that for every
x ∈ A, the following relationship is true:

K(x) ≥ K(x∗). (2)

Although the optimization problem can be easily defined and described, determining its
solution is already a very difficult issue. To resolve this problem, certain optimization
algorithms are commonly used.

The presented research compares the quality of results achieved through applying
these two Nature-derived clustering algorithms, with that gained through utilizing the
k-means [11] procedure. The biological inspired group of algorithm is employed so as
to find the best position of the cluster centre, and then the particular element of the
investigated data set are assigned to a particular group. In the presented approach, the
Krill Heard Algorithm [5] and the Flower Pollination Algorithm [12], both being con-
tinuous optimisation procedures, are employed. For assigning the particular solution in
each iteration of the optimisation task, the Celinski-Harabasz Clustering Index [3] is
subsequently used. For global comparative purposes, final results based on all consid-
ered clustering procedures are measured by way of the Rand Index [1].

The paper is organised as follow. In next section some general information concern-
ing selected metaheuristic procedures KHA and FPA are being covered. In Section III
reader can find a short information about clustering approach with Celinski-Harabasz
validity criteria. Comparison results of numerical verification with discussion is con-
tained in Section IV. Finally, conclusions are provided regarding the proposed clustering
methods.

2 Optimization metaheurisctics

The KHA is a global optimization procedure inspired by the natural behavioural activity
of the Antarctic Krill Swarm. This procedure was introduced by Gandomi and Alavi,
in the paper [5]. A characteristic feature of krill, and the inspiration of the present algo-
rithm [5, 6], is the ability for the activity of individual krill to be modelled within that
of a large herd that is even hundreds of meters in size.

The operation of the algorithm begins via the initialization of data structures, i.e.
describing individuals, as well as the whole population. Initializing the data structure
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representing a single krill, means situating it in a certain place (at the ’solution space’)
by giving it a set of coordinates. For this purpose, it is recommended to employ random
number generation according to a uniform distribution. Like other algorithms inspired
by Nature, each individual represents one possible solution of the problem under con-
sideration. After the initialization phase of the algorithm, it continues into a series of
iterations. The first step of each is to calculate a fitness function K value for each in-
dividual of the population. This is equivalent to the calculation of optimized functions
by way of arguments which are the coordinates of the krill’s position. Then, for each
individual of the population, the vector which indicates its displacement in the solution
space is calculated. The movement of the krill individual is described by an equation
dependent on three factors:

dXi

dt
= Ni + Fi +Di, (3)

where Ni refers to the movement induced by the influence of other krills, Fi is a move-
ment associated with the search for food, and Di constitutes a random diffusion factor.
In this algorithm, evolutionary operators such as mutation and crossover are also uti-
lized.

The FPA is also a global optimization procedure, however, this one is inspired by
the nature of the flower pollination process. This algorithm was introduced by Yang,
in 2012 [12]. This procedure begins in a similar way to that of KHA. The main differ-
ence is in the main loop. Here, some random value is generated, and depending on this
value, either global pollination or local pollination is carried out. The first process is
inspired by the movement of insects flying over long distances so as to achieve the act
of distant pollination. This step of the heuristic algorithm corresponds to the so-called
’exploration of the solution space’. Herein, the Levy flight distribution is employed in
the mathematical realisation of this behaviour. The second process is inspired by a dif-
ferent, local pollination process that of ’self-pollination’. Here, the procedure of local
search of solution is connected with the exploitation of the solution space that is un-
der consideration. To perform either the global or local search process, a parameter for
control of switching is implemented [10].

As a result of applying the KHA or the FPA, the best value of cost function K and
the argument for which it was calculated, are achieved.

3 Clusterization Procedure

Let us assume that Y is a data set matrix with dimensions D and M , respectively.
Each data collection element is represented by one column of Y . The main goal of the
clustering procedure is to divide the data set and assign particular elements of Y to the
distinguished clusters CL1, . . . , CLC ,. In this procedure each cluster is characterised
by a point called as the ’centre of cluster’, which is calculated as:

Oc =
1

#CLc

∑
xi∈CLc

yi, (4)
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where #CLc denotes the number of elements assigned to the cth cluster. Similarly, the
centre of gravity for all the investigated elements y1, . . . , yM can be defined as:

OY =
1

M

M∑
i=1

yi. (5)

In this approach, the optimisation task in the clusterization procedure is based on
the metaheuristic algorithms KHA and FPA. Herein, each element of the optimisation
task is encoded as a collection of cluster centroids. Therefore, the product value D · C
expresses the dimensionality of a particular optimization task. In this case, the number
of the clusters is established at the beginning of the grouping process. Moreover, the
assignment of individual elements to particular cluster is made on basis of the rule of the
newest centroid point. Thus, for each point of Y , the distances to all cluster- centroids
is calculated. In addition, the investigated point yi belongs to the cluster CLc if the
Euclidean distance dist(yi, Oc) is the smallest. In this work, the Celinski-Harabasz
Index [3, 2] is applied as a criterion for assessing the quality of the data set division.
This clustering index is implemented within the optimisation metaheuristic algorithm
as a cost function. The Celinski-Harabasz criterion has its foundation within the concept
of data set variance. This index is defined as:

ICH =
VB

VW

M − C

C − 1
, (6)

where VB and VW denote overall between-cluster and within-cluster variance respec-
tively. These are calculated according to the following formulas:

VB =

C∑
c=1

#CLc‖Oc −OY ‖2, (7)

and

VW =

C∑
c=1

∑
yi∈CLc

‖yi −Oc‖2, (8)

here, ‖ · ‖ is the L2 norm (Euclidean distance) between the two vectors.
It should be underlined that high values of Celinski-Harabasz Index results point to-

wards well-defined partitions. Because of the aforementioned properties, the following
forms of cost functions are formulated:

KCH =
1

ICH
+#CLempty, (9)

where #CLempty denotes the number of clusters without any assigned element. More
information about this index can be found at [3].

4 Numerical studies

In order to obtain numerical results regarding quality of the verification tasks, twelve
sets of data obtained from the UCI Machine Learning Repository were taken into con-
sideration [8]. In Table 1, results in the form of Rand Index mean value and resulting
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standard deviation are presented. In the first part of the table, results based on the well-
known kmeans clustering procedure are revealed, in subsequent parts, results based on
KHA-clustering and FPA-clustering, respectively, are shown. The best achieved results
are bolded. All presented investigations were repeated 30 times.

Table 1. Achieved results of comparison

k-means clustering KHA-clustering FPA-clustering

Data set R σR RKHA σRKHA RFPA σRFPA

S1 0.9748 0.0093 0.9782 0.0078 0.9950 0.0018
S2 0.9760 0.0072 0.9839 0.0053 0.9837 0.0037
S3 0.9522 0.0072 0.9548 0.0053 0.9583 0.0026
S4 0.9454 0.0056 0.9484 0.0048 0.9487 0.0023
Iris 0.8458 0.0614 0.8872 0.0145 0.8931 0.0000
Ionosphere 0.5945 0.0004 0.5573 0.0124 0.5946 0.0000
Seeds 0.8573 0.0572 0.8709 0.0156 0.8839 0.0000
Sonar 0.5116 0.0016 0.5145 0.0078 0.5128 0.0000
Vehicle 0.5843 0.0359 0.6076 0.0194 0.6101 0.0006
WBC 0.5448 0.0040 0.5456 0.0000 0.5456 0.0000
Wine 0.7167 0.0135 0.7257 0.0073 0.7299 0.0000
Thyroid 0.5844 0.0982 0.4535 0.0339 0.5128 0.0000

Based on the results reported in Table 1, it can be noted that it is only in the case
of the Thyroid data collection that the application of the classic k-means procedure
achieved the generation of better results than did the utilization of the KHA-clustering
and FPA-clustering algorithms. In other applications, in a comparison between these
metaheuristic methods, the FPA-clustering won 8 times, the KHA won 2 times and in
the clustering of the WBC data set, the same results were received. A quite interesting
observation is that regarding the stability of the obtained results. In the case of the k-
means algorithm, the standard deviation of the results is several times higher than that
of other methods. Especially worth emphasizing, is the pronounced negligible standard
deviation of results based on FPA-clustering for 7 data set cases. It, thus, can be mainly
concluded from the aforementioned results, that, unequivocally, both heuristic methods
generate better solutions to the problem of clustering than does the classic k-means
method.

5 Conclusions

This paper was a presentation of a comparison in quality terms, of the two metaheuris-
tic algorithms - KHA and FPA - when applied for optimisation purposes within a data
clustering problem. In the numerical verification, twelve data sets, taken from the UCI
repository, were used for comparison purposes. The location of the cluster centre then
was investigated by way of optimisation procedures. Here, the Celinski-Harabasz Index
was first used to determine the quality in the heuristic solution. For comparative pur-
poses, the well-known k-means procedure was subsequently performed. Based upon
the obtained results, one can note that in almost all the data set cases, the metaheuristic
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algorithms demonstrated greater quality of result when compared with that gained by
way of the k-means procedure. In particular, the FPA procedure revealed a much greater
stability and greater quality.
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Abstract. In their recent paper Fullér et al. [1] defined a new measure of interac-
tivity between fuzzy numbers, the so-called f -weighted possibilistic correlation
coefficient, which can be determined from the joint possibility distribution. They
also left two open questions related to the lower limit of the f-weighted possi-
bilistic correlation coefficient of marginal possibility distribution with the same
membership function.
In this paper we answer the more general version of the questions, for a large
class of fuzzy and quasi fuzzy numbers.

Keywords: possibility theory, possibility distribution, correlation coefficient, pos-
sibilistic correlation, fuzzy numbers, quasi fuzzy numbers.

1 Introduction

In probability theory the expected value of functions of random variables plays a funda-
mental role in defining the basic characteristic measures of probability distributions. For
example, the variance, covariance and correlation of random variables can be computed
as the expected value of their appropriately chosen real-valued functions. In probabil-
ity theory we can use the principle of expected value of functions on fuzzy sets to de-
fine variance, covariance and correlation of possibility distributions, while in possibility
theory we can use the principle of average value of appropriately chosen real-valued
functions to define mean value, variance, covariance and correlation of possibility dis-
tributions.

In [1] the authors proposed a new measure on interactivity between fuzzy numbers.
This possibilistic correlation coefficient is based on a set of probabilistic correlation
coefficients defined on the γ-level sets of the joint possibilitiy distribution. Namely,
each level set of a (two dimensional) possibility distribution is equipped with a uni-
form probability distribution, then the correlation coefficient between random variables
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whose joint distribution is uniform on the γ-level set is computed in the standard prob-
abilistic way. Finally, integration of these probabilistic correlation coefficients over the
set of all membership grades [2, 4] with appropriate weights gives the possibilistic cor-
relation coefficients.

At the end of their paper [1], the authors proposed two open questions:

1. Can one define a joint possibility distribution C with the non-symmetrical but iden-
tical marginal distributionsA(x) = B(x) = 1−x for all x ∈ [0, 1] and a weighting
function f for which the f -weighted index of interactivity (possibilistic correlation
coefficient) could go below the value of −3/5?

2. What is the lower limit for f -weighted possibilistic correlation coefficient ρf (A,B)
between non-symmetrical marginal possibility distributions with the same member-
ship function?

Harmati [3] answered question 1, and question 2 for the case when A(x) = B(x) =
1− x. Later, Hong [5] gave another proof for the same case.

We note here that these are non-trivial questions. For example, in probability theory
if the marginal distributions are Gaussians, then their correlations coefficient can be
anything between −1 and 1, while if the marginal distributions are exponentials with
parameter λ = 1, then the lower limit of their correlation coefficient is 1− π2/6.

In the remaining part of the paper we show that the lower limit of the possibilistic
correlation coefficient is −1, if the marginal distribution A and B have the same mem-
bership functions which are strictly increasing or stictly decreasing. Finally we extend
the result to quasi fuzzy numbers, too.

2 Preliminaries

Definition 1. A fuzzy number A is a fuzzy set of R with a normal, fuzzy convex and
continuous membership function of bounded support.

Fuzzy numbers can be considered as possibility distributions.

Definition 2. A fuzzy set C in R2 is said to be a joint possibility distribution of fuzzy
numbers A,B, if it satisfies the relationships

max{x | C(x, y)} = B(y), and max{y | C(x, y)} = A(x), (1)

for all x, y ∈ R. Furthermore,A andB are called the marginal possibility distributions
of C.

Definition 3. A γ-level set (or γ-cut) of a possibility distribution C is a non-fuzzy set
denoted by [C]γ and defined by

[C]γ =

{
{(x, y) ∈ R2 | C(x, y) ≥ γ} if γ > 0

cl(suppC) if γ = 0
(2)

where cl(suppC) denotes the closure of the support of C.
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Fullér, Mezei and Várlaki introduced a new definition of possibilistic correlation
coefficient [1] between marginal distributions of the joint possibility distribution that
improves the earlier definition introduced by Carlsson, Fullér and Majlender [2].

Definition 4 (see [1]). Let f : [0, 1]→ R a non-negative, monotone increasing function
with the normalization property

∫ 1

0
f(γ)dγ = 1. The f -weighted possibilistic correla-

tion coefficient of fuzzy numbers A and B (with respect to their joint distribution C) is
defined by

ρf (A,B) =

∫ 1

0

ρ(Xγ , Yγ)f(γ)dγ, (3)

where

ρ(Xγ , Yγ) =
cov(Xγ , Yγ)√

var(Xγ)
√

var(Yγ)
,

and, where Xγ and Yγ are random variables whose joint distribution is uniform on
[C]γ for all γ ∈ [0, 1], and cov(Xγ , Yγ) denotes their probabilistic covariance.

In other words, the f -weighted possibilistic correlation coefficient is the f -weighted
average of the probabilistic correlation coefficients ρ(Xγ , Yγ) for all γ ∈ [0, 1].

3 Results for fuzzy numbers

In this section we follow the construction given in [3]. The fuzzy numbers A and B
have the same membership function F (x) with the following properties:

1. F (0) = 1 and F (1) = 0 and
2. F (x) is strictly monotone decreasing in [0, 1].

We note here that by scaling and shifting the membership function, we can always let
the support of the fuzzy numbers be the [0, 1] interval, and the correlation coefficient is
invariant under scaling and shifting.

Let have 0 < c ≤ 1 and k ≥ 1 and consider the following sets:

H1 =
{
(x, y) ∈ R2| 0 ≤ x, y ≤ 1, y ≤ cxk

}
, (4)

H2 =

{
(x, y) ∈ R2| 0 ≤ x, y ≤ 1, y ≥ k

√
x

c

}
(5)

We define the two-dimensional joint possibility distribution as the following:

C(x, y) =

F (x) , if (x, y) ∈ H1

F (y) , if (x, y) ∈ H2

0 otherwise
(6)

The possibilistic correlation coefficient is the weighted average of probabilistic corre-
lation coefficients of Xγ and Yγ , where Xγ and Yγ are random variables whose joint
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distributions is uniform on the γ-cut of the joint possibility distribution. The γ-level set
is [C]γ = Hγ

1 ∪H
γ
2 , where (with δ = F−1(γ)):

Hγ
1 =

{
(x, y) ∈ R2| 0 ≤ x, y ≤ δ, y ≤ cxk

}
Hγ

2 =

{
(x, y) ∈ R2| 0 ≤ x, y ≤ δ, y ≥ k

√
x

c

}
(7)

If we do the similar computations as in [3], we get the correlation coefficient of Xγ and
Yγ :

ρ(Xγ , Yγ) =

1
4cδ

k+1 −
[
k+1
2k+4δ + c k+1

8k+4δ
k
]2

k+1
2k+6δ

2 + c2 k+1
18k+6δ

2k −
[
k+1
2k+4δ + c k+1

8k+4δ
k
]2 (8)

If k →∞ and c→ 0 in the above equation then the limit is −1.

Theorem 1. Let C(x, y) be a joint possibility distribution with marginal possibility
distributions A(x) = B(x) = F (x) for all x ∈ [0, 1], where F is a strictly monotone
decreasing continuous function, F (0) = 1 and F (1) = 0. Let Xγ and Yγ be random
variables whose joint probability distribution is uniform on [C]γ for all γ ∈ [0, 1]. Then
for all γ ∈ [0, 1]

inf
C
ρ(Xγ , Yγ) = −1 (9)

Proof. The statement follows from the limit of Eq. (8).

Theorem 2. Let C(x, y) be a joint possibility distribution with marginal possibility
distributions A(x) = B(x) = F (x) for all x ∈ [0, 1], where F is a strictly monotone
increasing continuous function, F (0) = 0 and F (1) = 1. Let Xγ and Yγ be random
variables whose joint probability distribution is uniform on [C]γ for all γ ∈ [0, 1]. Then
for all γ ∈ [0, 1]

inf
C
ρ(Xγ , Yγ) = −1 (10)

Proof. This immediately follows if we rotate the previous joint possibility distribution
by 180 degrees around the centre of the square [0, 1]× [0, 1].

From the previous theorems we get lower limit for the possibilistic correlation co-
efficient for identical “one-legged” marginal possibility distribution:

Theorem 3. Let C(x, y) be a joint possibility distribution with marginal possibility
distributions A(x) = B(x) = F (x) for all x ∈ [0, 1], where

1. F is a strictly monotone decreasing continuous function, F (0) = 1 and F (1) = 0,
or

2. F is a strictly monotone increasing continuous function, F (0) = 0 and F (1) = 1.

Let Xγ and Yγ be random variables whose joint probability distribution is uniform on
[C]γ for all γ ∈ [0, 1], then

inf
C
ρf (A,B) = inf

C

1∫
0

ρ(Xγ , Yγ)f(γ) dγ = −1 (11)
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Proof. We have seen that we can define a family of joint possibility distribution with
the properties above and with the property of ρ(Xγ , Yγ)→ −1 for all γ ∈ [0, 1]. Since
the possibilistic correlation coefficient is the f -weighted average of the probabilistic
correlation coefficients, then the statement follows.

4 Result for quasi fuzzy numbers

The quasi fuzzy number is a generalization of the fuzzy number for unbounded support:

Definition 5. A quasi fuzzy number A is a fuzzy set of R with a normal, fuzzy convex
and continuous membership function for which limx→−∞A(x) = 0 and
limx→∞A(x) = 0.

Theorem 4. Let C(x, y) be a joint possibility distribution with marginal possibility
distributions A(x) = B(x) = F (x) for all x ∈ [0, 1], where

1. F (x) is a strictly monotone decreasing continuous function if 0 ≤ x, F (0) = 1
and lim

x→∞
F (x) = 0 and F (x) is zero if x < 0, or

2. F (x) is a strictly monotone increasing continuous function if x ≤ 0, F (0) = 1 and
lim

x→−∞
F (x) = 0 and F (x) is zero if x > 0.

Let Xγ and Yγ be random variables whose joint probability distribution is uniform on
[C]γ for all γ ∈ [0, 1], then

inf
C
ρf (A,B) = inf

C

1∫
0

ρ(Xγ , Yγ)f(γ) dγ = −1 (12)

Proof. We show a family of joint distributions, for which ρf (A,B) → −1. We prove
the theorem for the first case, the second behaves similarly. Let us define a joint possi-
bility distribution by its γ-levels:

[Cq]
γ =

{
[min(A(x), B(y))]γ if γ ≤ γ0

[C ′]γ if γ > γ0
(13)

where [C ′]γ is the scaled version of the γ-level set defined in Eq. (7), with the scaling
factor of δ0 = F−1(γ0), so [C ′]γ = H ′

γ
1 ∪H ′

γ
2 , where (with δ = F−1(γ)):

H ′
γ
1 =

{
(x, y) ∈ R2| 0 ≤ x, y ≤ δ, y ≤ cxkδk−10

}
H ′

γ
2 =

{
(x, y) ∈ R2| 0 ≤ x, y ≤ δ, y ≥ k

√
x

c
δ
1−1/k
0

}
(14)

The min operator implies zero correlation [1] on γ-level sets for γ ≤ γ0.
On the other hand, if γ > γ0, then the γ cuts have the same shape as in the previous

section, so the correlation coefficient between Xγ and Yγ goes to −1 if c → 0 and
k →∞. So by an appropriate weighting function we get

inf
C
ρf (A,B) = inf

C

1∫
0

ρ(Xγ , Yγ)f(γ) dγ = −1
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5 Summary

We answered the open question published in [1] for fuzzy numbers and quasi fuzzy
numbers with “one-legged” membership function, i.e. the lower limit of the possibilistic
correlation coefficient is −1 (the upper limit is 1, when the joint possibility distribution
is concentrated along a line).

The result tells us that in this case from the marginal possibility distributions one
cannot infer to the value of possibilitic correlation coefficient, so the shape of the
marginal distribution does not mean any restrictions. The result can be used in fuzzy
time-series models and fuzzy statistics when the theoretical joint distributions are not
known.

The general question is still open, the case when A and B have the same non-
symmetrical membership function, but their membership function is not strictly increas-
ing neither decreasing on their whole support, so our future work is the generalization
of the result to a larger class of fuzzy and quasi fuzzy numbers.
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Abstract. In several areas such as artificial intelligence, data mining, database
theory, formal concept analysis, etc. the implications represent relationships be-
tween set of attributes. Usually, they only specify the presence of the attribute
(positive) but not their absence (negative). In this work, we propose how to ma-
nipulate positive and negative attributes by means of rules, in a logic-style, for
inferring new knowledge. A new logic for the treatment of implications with posi-
tive and negative attributes is introduced as the first step for the subsequent design
of automated methods.

1 Introduction

In the area of knowledge discovering, one of the main issues is the mining of patterns
among data stored in a data set. Different patterns have been defined, but connection be-
tween attribute set is one of the most widespread proposals. This pattern is approached
by using the attribute implication but, in the classical case, it reveals only the presence
of some attributes (positive attributes) in the data set. In this work, we consider not only
the presence but also the absence of attributes, that is, positive and negative attributes.

Considering negative attributes could increase our knowledge and, taking into ac-
count this knowledge, some benefits that we can obtain in applications. Thus, the use of
positive and negative attributes has been demanded in basket analysis and many efforts
have been dedicated to discover this knowledge in a more efficient way. For instance, if
a customer usually buys a set of products, but avoids getting other itemset, such infor-
mation can be analyzed, for marketing purposes, to distribute products in markets or to
predict whether or not a new product will be accepted.

More specifically, Formal Concept Analysis (FCA) explores binary data stored in a
table with objects as rows and attributes as columns. In these tables the presence of an
attribute in an object is marked, whereas the absence of this attribute is not taken into
account.

There are only a few, but promising, works for the management of both positive and
negative attributes in FCA.

In [3] the use of negative information is handled considering the relation of a learn-
ing model described in terms of FCA with a standard model of Machine Learning called
version spaces. A version space is the set of all possible functions compatible with
training data and in the above paper the authors use positive and negative information
to generate a classifier.
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In [4], the authors have approached this problem in a easy way by joining the data
set, named formal context in this area, with its complementary so that the classical
FCA methods and techniques can be used to obtain the concept lattice. Now, the cor-
responding implications consider positive and negative information because of the use
of complementary attributes. However, the main problem is that dataset size has grown,
increasing the complexity.

Another approach is to consider the connection among positive, negative and mixed
information. In this way, Missaoui et.al. [5] have approached the generation of mixed
implications from two given sets of implications only with positive and negative at-
tributes respectively.

We have deepened theoretically in this line opened by Missaoui et al. In [9], we
have extended the classical FCA framework with new derivation operators constituting
a Galois connection. Moreover, we have proposed some mining algorithms to derive
directly mixed implications following this line [7, 8].

In this work, we introduce a set of inference rules to manage mixed implications.
As far as we know, to provide a sound and complete logic to manipulate mixed impli-
cations is an open problem in the literature.

The structure of the paper is the following: Section 2 shows some preliminaries.
The new set of rules to manipulate implications with positive and negative attributes is
presented in Section 3. Finally, some conclusions and future works appear in Section 4.

2 Preliminaries

In FCA, the input data are stored in a binary table named a formal context which for-
mally is defined as the triple K = 〈G,M, I〉 where G and M are finite non-empty sets
and I ⊆ G×M is a binary relation.

The elements in G are named objects, the elements in M attributes and 〈g,m〉 ∈ I
means that the object g has the attribute m.

From this triple, two mappings ↑ : 2G → 2M and ↓ : 2M → 2G, named derivation
operators, are defined as follows: for any X ⊆ G and Y ⊆M ,

X
↑
= {m ∈M | 〈g,m〉 ∈ I for all g ∈ X} (1)

Y
↓
= {g ∈ G | 〈g,m〉 ∈ I for all m ∈ Y } (2)

X↑ is the subset of all attributes shared by all the objects in X and Y ↓ is the subset of
all objects that have the attributes in Y . The pair (↑, ↓) constitutes a Galois connection
between 2G and 2M and, therefore, both compositions are closure operators.

A pair of subsets 〈X,Y 〉 with X ⊆ G and Y ⊆ M such that X↑ = Y and Y ↓ =
X is named a formal concept where X is its extent and Y its intent. These extents
and intents coincide with closed sets wrt the closure operators because X↑↓ = X and
Y ↓↑ = Y . Thus, the set of all formal concepts is a lattice, named concept lattice, with
the relation

〈X1, Y1〉 ≤ 〈X2, Y2〉 if and only if X1 ⊆ X2 (or equivalently, Y2 ⊆ Y1) (3)

This concept lattice will be denoted by B(K).
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The concept lattice can be characterized in terms of attribute implications being
expressions A→ B where A,B ⊆ M . An implication A→ B holds in a context K if
A↓ ⊆ B↓. That is, any object that has all the attributes in A has also all the attributes
in B. These implications can be syntactically managed in a logical style [1]. The main
aim of this paper is to provide a sound and complete logic to manage implications that
also considers negative information.

3 MixAtL: a logic for mixed attribute implications

First, we introduce our extension of the notion of attribute implication to consider
positive and negative information. This will be the basis for a further development of
automated reasoning methods for this kind of implications and they also open the door
to study the definition of canonical representations of implicational systems.

Now, we formally introduce the novel logic to manage mixed implications, that is,
considering positive and negative attributes. To do this, we present: the language, the
semantics and a sound and complete axiomatic system.

3.1 The language of MixAtL

Definition 1. Given a finite set of attributes M , the language of MixAtL is

LM = {X → Y | X,Y ⊆M ∪M}.

Formulas in LM are named mixed attribute implications.

Hereinafter, the lowercase character m (possibly with subindexes) is reserved for pos-
itive attributes. We use m to denote the negation of the attribute m and M to denote
the set {m | m ∈ M} whose elements will be named negative attributes. Arbitrary
elements in M ∪M are going to be denoted by the first letters in the alphabet: a, b, c,
etc. and a denotes the opposite of a, i.e. the symbol a could represent a positive or a
negative attribute and, if a = m ∈M then a = m and if a = m ∈M then a = m.

The subsets of M ∪M will be denoted by uppercase characters A, B, C, etc. and
we will use the following notation: for each A ⊆M ∪M ,

– A is the set of the opposite of attributes {a | a ∈ A}
– Pos(A) = {m ∈M | m ∈ A} and Neg(A) = {m ∈M | m ∈ A}
– Tot(A) = Pos(A) ∪Neg(A)

Note that Pos(A),Neg(A),Tot(A) ⊆M .

3.2 The semantics of MixAtL

Once we have defined the language and we have set the notation to be used, we now
introduce the semantics of MixAtL. Classical derivation operators are extended as
follows:
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Definition 2. Let K = 〈G,M, I〉 be a formal context. We define the operators ⇑ :

2G → 2M∪M and ⇓ : 2M∪M → 2G as follows: for X ⊆ G and Y ⊆M ∪M ,

X
⇑
= {m ∈M | 〈g,m〉 ∈ I for all g ∈ X} ∪ {m ∈M | 〈g,m〉 6∈ I for all g ∈ X}

Y
⇓
= {g ∈ G | 〈g,m〉 ∈ I for all m ∈ Y } ∩ {g ∈ G | 〈g,m〉 6∈ I for all m ∈ Y }

It is remarkable that the extended derivation operators have similar properties as the
classical ones.

Theorem 1. For any formal context K = 〈G,M, I〉, the pair (⇑,⇓ ) is a Galois con-
nection between (2G,⊆) and (2M∪M ,⊆).
As a consequence of the above theorem, similarly that occurs in the classical case, both
compositions ⇑◦⇓ and ⇓◦⇑ are closure operators and lead to the notion of mixed concept
lattice.

Definition 3. Let K = 〈G,M, I〉 be a formal context. A mixed formal concept in K is
a pair of subsets 〈X,Y 〉 with X ⊆ G and Y ⊆M ∪M such X⇑ = Y and Y ⇓ = X .

Thus, if 〈X,Y 〉 is a mixed concept, then X⇑⇓ = X and Y ⇓⇑ = Y . In addition, the set
of all mixed formal concepts is a lattice, named mixed concept lattice, with the relation

〈X1, Y1〉 ≤ 〈X2, Y2〉 if and only if X1 ⊆ X2 (or equivalently, Y2 ⊆ Y1)

This mixed concept lattice will be denoted by B#(K).
Now, we have all needed notions in order to provide a meaning for formulas in the

language (implications).

Definition 4. Let K = 〈G,M, I〉 be a formal context and A → B ∈ LM . The context
K is a model for A → B, denoted by K |= A → B, if A⇓ ⊆ B⇓, or equivalently
B ⊆ A⇓⇑

.

Example 1. Considering the formal context K = 〈G,M, I〉 where the set of objects is
G = {o1, o2, o3, o4}, the set of attributes is M = {m1,m2,m3,m4,m5} and I is the
binary relation depicted in Table 1, we have that K 6|= m2 → m4 and K |= m2 → m4

whereas K 6|= m2 → m3 either K 6|= m2 → m3.

I m1 m2 m3 m4 m5

o1 × × ×
o2 × ×
o3 × × ×
o4 × ×

Table 1. A formal context

As usual, given a set of mixed attribute implications Σ ⊆ LM and a formal context
K, the expression K |= Σ denotes K |= A→ B for all A→ B ∈ Σ and Σ |= A→ B
denotes that any model for Σ is also model for A→ B.
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3.3 An axiomatic system for MixAtL

Now, we propose a set of inference rules to reason with mixed rules, that is, implications
with positive and negative attributes.

Once we have the implicational system with negative attributes, we can explore all
the posible implications with the set of inference rules built by supplementing Arm-
strong’s axioms with the following ones.

The axiomatic system for MixAtL considers two axiom schemes and four infer-
ence rules. They are the following:

[Ref] Reflexivity: If B ⊆ A then ` A→ B.
[Cont] Contradiction: ` aa→MM.
[Augm] Augmentation: A→ B ` A ∪ C → B ∪ C.
[Trans] Transitivity: A→ B,B → C ` A→ C.
[Rft] Reflection: Aa→ b ` Ab→ a.
[Tr] True: a→ a ` ∅→ a.

Theorem 2. The MixAtL axiomatic system is sound and complete.

4 Conclusions

We tackle the manipulation of positive and negative attributes in the framework of
Formal Concept Analysis. Although it has been partially addressed in some works, in
the area of Formal Concept Analysis this issue is still considered to be an open problem
and only some works have tried to solve it.

We propose a set of rules constituting a sound and complete axiomatic system to
manipulate implications having mixed attributes. It is the first stage for future develop-
ments of automated methods to reason with this kind of implications.

For achieving a further generalization of our proposal, it could be interesting to
explore the work of D. Ciucci [2] where orthopairs, pairs of disjoint sets, are introduced
as a useful tool to manage uncertainty and to collect positive and negative information.
Orthopairs are related to recent works in FCA [6] where positive and negative operators
are described to manipulate opposite information.
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Abstract. Reducing the number of attributes by preventing the occurrence of in-
compatibilities and eliminating existing noise in the original data is an important
goal in different frameworks as Rough Set Theory (RST) and Formal Concept
Analysis (FCA). We have recently presented a novel reduction method in RST
based on bireducts using similarity relations. This paper applies this method in
the FCA framework since an illustrative example.

1 Introduction

Rough Set Theory (RST) and Formal Concept Analysis (FCA) are two fundamental
mathematical tools for modelling and processing incomplete information in information
systems, which can extract pieces of information from databases. One of the main goals
in these frameworks is to reduce the unnecessary attributes in the database, preserving
the information that can be extracted from the database.

Different types of mechanism have been studied in RST and FCA [5, 6, 9, 11]. One
of the most recent ones in RST considers the use of bireducts, which generalizes the
classical RST-based notions of reducts [10, 13, 14].

Recently, in [3, 4], we have extended the notions of reducts and bireducts intro-
duced in rough set theory for attribute reduction based on similarity relations defined
on attribute values. The characterizations of the new reducts and bireducts were given
in terms of the corresponding generalizations of the discernibility function.

This paper shows the possibility of considering such attribute reduction in a Fuzzy
Concept Lattice framework, for that, a worked out example is considered. This proce-
dure will formally be detailed in an extended version and the comparison with other
similar approaches in FCA, such as the ones given in [1, 2, 7].

? M. José Benı́tez and Jesús Medina are partially supported by the Spanish Economy and Com-
petitiveness Ministry (MINECO) project TIN2016-76653-P. Dominik Ślȩzak is partially sup-
ported by the Polish National Science Centre grants DEC-2012/05/B/ ST6/03215 and DEC-
2013/09/B/ST6/01568.
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2 Fuzzy formal concept analysis

Formal Concept Analysis (FCA) is a mathematical theory to extract information from
databases, in which two different sets (the set of attributes A and the set of objects B)
and a relationR between them are considered [8]. The triple (A,B,R) is called context
and the mappings1 ↑ : 2B → 2A, ↓ : 2A → 2B , are defined, for each X ⊆ B and
Y ⊆ A, as follows:

X↑ = {a ∈ A | for all b ∈ X, aRb} = {a ∈ A | if b ∈ X, then aRb} (1)
Y ↓ = {b ∈ B | for all a ∈ Y, aRb} = {b ∈ B | if a ∈ Y, then aRb} (2)

A concept in the context (A,B,R) is defined to be a pair (X,Y ), where X ⊆ B,
Y ⊆ A, and which satisfyX↑ = Y and Y ↓ = X . The elementX of the concept (X,Y )
is the extent and Y the intent.
B(A,B,R) is the set of concepts in a context (A,B,R), which is a complete lat-

tice [8], with the inclusion order on the left argument or the opposite of the inclusion
order on the right argument, that is, for each (X1, Y1), (X2, Y2) ∈ B(A,B,R), we have
(X1, Y1) ≤ (X2, Y2) if X1 ⊆ X2 (or, equivalently, Y2 ⊆ Y1). The meet ∧ and join ∨
operators are defined by:

(X1, Y1) ∧ (X2, Y2) = (X1 ∧X2, (Y1 ∨ Y2)↓↑)
(X1, Y1) ∨ (X2, Y2) = ((X1 ∨X2)

↑↓, Y1 ∧ Y2)

for all (X1, Y1), (X2, Y2) ∈ B(A,B,R).
Attribute reduction theory in formal concept analysis pursues to reduce the set of

attributes in order to not alter the number of concepts in the concept lattice, that is,
obtaining a new concept lattice isomorphic to the original one. The definitions of finer,
consistent set, reduct and core on concept lattices are also recalled.

Definition 1. Given a context (A,B,R), if there exists a set of attributes Y ⊆ A such
that B(A,B,R) ∼= B(Y,B,RY ), then Y is called a consistent set of (A,B,R). More-
over, if B(Y r{y}, B,RYr{y}) 6∼= B(A,B,R), for all y ∈ Y , then Y is called a reduct
of (A,B,R).

The core of (A,B,R) is the intersection of all the reducts of (A,B,R).

3 δ-decision bireducts

This section recalls the basic notion of information system, the definitions of δ-information
bireduct and bidimensional δ-discernibility function, and the characterization theorem
of the δ-decision bireducts.

1 Ganter and Wille used originally the notation ′ for this operator, hence they were called deriva-
tion operators. We have changed the notation in order to differentiate between the mapping on
the set of object and on the set of attributes.
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Definition 2. An information system (U,A) is a tuple, where U = {x1, . . . , xn} and
A = {a1, . . . , am} are finite, non-empty sets of objects and attributes, respectively.
Each a in A corresponds to a mapping fa : U → Va, where Va is the value set of a
over U . For every subset B of A, the B-indiscernibility relation2 IB is defined as the
equivalence relation

IB = {(xi, xj) ∈ U × U | for all a ∈ B, fa(xi) = fa(xj)}, (3)

where each class can be written as [x]B = {xi | (x, xi) ∈ IB}. IB produces a partition
on U denoted as U/IB = {[x]B | x ∈ U}.

Definition 3. The pair (B,X), where B ⊆ A and X ⊆ U , is called δ-information
bireduct if and only if all pairs i, j of X are δ-discordant by B and the following prop-
erties hold:

1. There is no C ( B such that all pairs i, j ∈ X are δ-discordant by C.
2. There is no X ( Y such that all pairs i, j ∈ Y are δ-discordant by B.

Definition 4. Let A = (U,A) be an information system, the conjunctive normal form
τ biA =

∧
{i ∨ j

∨
{a ∈ A | Ea(a(i), a(j)) < δ} | i, j ∈ U}, where the elements of

U and A are the propositional symbols of the language, is called the bidimensional
δ-discernibility function.

The following theorem characterizes the δ-decision bireducts.

Theorem 1. Given a decision system A = (U,A ∪ {d}), an arbitrary pair (B,X),
B ⊆ A, X ⊆ U , is a δ-decision bireduct if and only if the cube

∧
b∈B b ∧

∧
i/∈X i is a

cube in the RDNF of τ birA .

4 Application to fuzzy formal concept analysis

This section illustrates with an example, how the mechanism given from Theorem 1 on
information systems can be considered in a fuzzy concept lattice framework. Specif-
ically, we have considered an example of the multi-adjoint concept lattice introduced
in [12], which study the suitable journal for submitting a paper. In this example, sev-
eral journals and different parameters appearing in the ISI Journal Citation Report have
been taken into account.

The following sets of attributes and objects, together with the relation in Table 1,
will be the elements of the context which will be considered.

A = {Impact Factor(im), Immediacy Index(ii),Cited Half-Life(c),Best Position(b)}
B = {AMC,CAMWA,FSS, IEEE-FS, IJGS, IJUFKS, JIFS}

where the “best position” means the best quartile of the different categories under
which the journal is included, and the journals considered are Applied Mathematics and
Computation (AMC), Computer and Mathematics with Applications (CAMWA), Fuzzy

2 When B = {a}, i.e., B is a singleton, we will write Ia instead of I{a}.
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Sets and Systems (FSS), IEEE transactions on Fuzzy Systems (IEEE-FS), International
Journal of General Systems (IJGS), International Journal of Uncertainty Fuzziness and
Knowledge-based Systems (IJUFKS), Journal of Intelligent and Fuzzy Systems (JIFS).

The fuzzy relation between them, R : A × B → P , is the normalization of the
information in the JCR to the regular partition of [0, 1] into 100 pieces, that is [0, 1]100 =
{0.00, 0.01, 0.02, . . . , 0.99, 1.00}.

Table 1. Fuzzy relation between the objects and the attributes.

R AMC CAMWA FSS IEEE-FS IJGS IJUFKS JIFS
Impact Factor 0.34 0.21 0.52 0.85 0.43 0.21 0.09

Immediacy Index 0.13 0.09 0.36 0.17 0.1 0.04 0.06
Cited Half-Life 0.31 0.71 0.92 0.65 0.89 0.47 0.93
Best Position 0.75 0.5 1 1 0.5 0.25 0.25

We are going to define a tolerance relation in function of the distance between two
objects, so:

T (ai, aj) =


1 if d(ai, aj) 6 0.1
0.7 if d(ai, aj) 6 0.2
0.4 if d(ai, aj) 6 0.3
0.1 if d(ai, aj) 6 0.4
0 otherwise

Let consider a fixed threshold as δ = 0.5. We are building the discernibility matrix
as a symmetric one:



∅
{c, b} ∅
{ii, c, b} {im, ii, c, b} ∅
{im, c, b} {im, b} {im, c} ∅
{c, b} {im} {ii, b} {im, c, b} ∅
{b} {c, b} {im, ii, c, b} {im, b} {im, c, b} ∅
{c, b} {c, b} {im, ii, b} {im, c, b} {im, b} {c} ∅



If we study the 0.5-bidimensional discenibility function, we obtain:
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τ bir0.5 = {1 ∨ 2 ∨ c ∨ b} ∧ {1 ∨ 3 ∨ ii ∨ c ∨ b} ∧ {1 ∨ 4 ∨ im ∨ c ∨ b}
∧{1 ∨ 5 ∨ c ∨ b} ∧ {1 ∨ 6 ∨ b} ∧ {1 ∨ 7 ∨ c ∨ b}
∧{2 ∨ 3 ∨ im ∨ ii ∨ c ∨ b} ∧ {2 ∨ 4 ∨ im ∨ b} ∧ {2 ∨ 5 ∨ im}
∧{2 ∨ 6 ∨ c ∨ b} ∧ {2 ∨ 7 ∨ c ∨ b} ∧ {3 ∨ 4 ∨ im ∨ c}
∧{3 ∨ 5 ∨ ii ∨ b} ∧ {3 ∨ 6 ∨ im ∨ ii ∨ c ∨ b} ∧ {3 ∨ 7 ∨ im ∨ ii ∨ b}
∧{4 ∨ 5 ∨ im ∨ c ∨ b} ∧ {4 ∨ 6 ∨ im ∨ b} ∧ {4 ∨ 7 ∨ im ∨ c ∨ b}
∧{5 ∨ 6 ∨ im ∨ c ∨ b} ∧ {5 ∨ 7 ∨ im ∨ b} ∧ {6 ∨ 7 ∨ c}

Thus, we obtain 51 0.5-information bireducts. Some of them are:

(B1, X1) = ({Impact Factor, Immediacy Index}, {1, 3, 4})
(B2, X2) = ({Best Position}, {1, 2, 4, 7})
(B3, X3) = ({Impact Factor}, {4, 5, 6})
(B4, X4) = ({Impact Factor, Immediacy Index,Cited Half-Life}, {2, 3, 4, 5, 6, 7})
(B5, X5) = ({}, {4, 7})

Therefore, the theory developed throughout this paper provides a new reduction
method in FCA following the RST philosophy which is similar to the one given in
FCA.

There exist several papers which reduce the size of the concept lattice considering
similarities [1, 2, 7]. In the future, we will study the relation among these methods and
the (bi)reduction proposed here for FCA.

References
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Abstract. We propose the generalization of the notion bond between two formal
contexts to the case of n formal contexts. The first properties of the n-ary bonds
are given, together with a method for building n-ary bonds. This construction
enables to formalize some inference rules within the research topic of building a
sequent calculus for formal contexts.

1 Introduction

One can often find problems in which it is necessary to decide whether certain tabular
information is a consequence of underlying information given as a set of tables. This en-
ables the possibility of interpreting each table as a formal context and, then, the problem
translates to that of ‘being a (logical) consequence’ from a set of formal contexts.

The notion of logical consequence between formal contexts has been recently in-
troduced in [4] and, to the best of our knowledge, it has been the only work focused
on how to introduce logical content within the machinery of Formal Concept Analysis
(FCA), apart from its ancient roots anchored in the Port-Royal logic, the so-called logi-
cal information systems [2, 6], and the fact that the concluding section of [5] states that
dual bonds could be given a proof-theoretical interpretation in terms of consequence
relations.

Specifically, in [4], taking into account that the category ChuCors (of contexts and
Chu correspondences) is *-autonomous, and hence a model of linear logic, the authors
obtained a preliminary notion of logical consequence relation between contexts which,
together with the interpretation of the additive (resp. multiplicative) conjunction as the
cartesian product (resp. bond) of contexts, enable to prove the correctness of the corre-
sponding rules of the sequent calculus of the conjunctive fragment of linear logic.

The treatment of the disjunctive fragment of linear logic in terms of constructions
between contexts suggests the need to introduce a more general version of the notion
of (dual) bond, which allows to properly formalize the introduction and the elimination
rules for the two different disjunctions of linear logic.

In this work, we propose the generalization of the notion bond between two formal
contexts to the case of n formal contexts, and obtain the first properties of the n-ary
bonds, together with a method for building them.

? Partially supported by grants VEGA 1/0073/15 and APVV-15-0091
?? Partially supported by Spanish Ministry of Science project TIN2015-70266-C2-1-P, co-funded

by the European Regional Development Fund (ERDF)
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2 Preliminaries

In order to make the manuscript self-contained, the fundamental notions and their main
properties are recalled in this section.

2.1 Context, concept and concept lattice

Definition 1. An algebra 〈L,∧,∨,⊗,→, 0, 1〉 is said to be a complete residuated lat-
tice if

1. 〈L,∧,∨, 0, 1〉 is a complete lattice with least element 0 and greatest element 1,
2. 〈L,⊗, 1〉 is a commutative monoid,
3. ⊗ and→ are adjoint, i.e. a ⊗ b ≤ c if and only if a ≤ b → c, for all a, b, c ∈ L,

where ≤ is the ordering generated by ∧ and ∨.

We now introduce the notions of L-fuzzy context, extended derivation operations,
and L-fuzzy concept provided by Bělohlávek [1]. Notice that we will use the notation
Y X to refer to the set of mappings from X to Y .

Definition 2. Let L be a complete residuated lattice, an L-fuzzy context is a triple
〈B,A, r〉 consisting of a set of objects B, a set of attributes A and an L-fuzzy binary
relation r, i.e. a mapping r : B × A −→ L, which can be alternatively understood as
an L-fuzzy subset of B ×A.

Given anL-fuzzy context 〈B,A, r〉, a pair of mappings ↑ : LB −→ LA and ↓ : LA −→
LB can be defined for every f ∈ LB and g ∈ LA as follows:

↑ (f)(a) =
∧
o∈B

(f(o)→ r(o, a)) ↓ (g)(o) =
∧
a∈A

(
g(a)→ r(o, a)

)
(1)

Definition 3. An L-fuzzy concept of an L-context C = 〈B,A, r〉 is a pair 〈f, g〉 ∈
LB × LA such that ↑(f) = g and ↓(g) = f . The first component f is said to be the
extent of the concept, whereas the second component g is the intent of the concept. The
set of all L-fuzzy concepts associated to a fuzzy context 〈B,A, r〉 will be denoted as
L-FCL(B,A, r). The set of all extents or intents of C will be denoted by Ext(C) or
Int(C) respectively.

2.2 Intercontextual structures

Two main constructions have been traditionally considered in order to relate two formal
contexts: the bonds and the Chu correspondences.

Definition 4. Let Ci = 〈Bi, Ai, ri〉 for i ∈ {1, 2} be two formal contexts. A bond
between C1 and C2 is any relation β ∈ LB1×A2 such that, when interpreted as a table,
its columns are extents of C1 and its rows are intents of C2. All bonds between such
contexts will be denoted by L-Bonds(C1, C2).

Another equivalent definition of bond between C1 and C2 defines it as any relation
β ∈ LB1×A2 such that Ext(〈B1, A2, β〉) ⊆ Ext(C1) and Int(〈B1, A2, β〉) ⊆ Int(C2)

Dual bonds between C1 and C2 are bonds between C1 and the transposed of C2. The
transposed of a context C = 〈B,A, r〉 is defined as a new context C∗ = 〈A,B, rt〉 with
rt(a, b) = r(b, a) for all (b, a) ∈ B ×A.
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The notion of Chu correspondence between contexts can be seen as an alternative
inter-contextual structure which, instead, links intents of C1 and extents of C2.

Definition 5. Consider C1 = 〈B1, A1, r1〉 and C2 = 〈B2, A2, r2〉 two formal contexts.
An L-Chu correspondence between C1 and C2 is any pair ϕ = 〈ϕL, ϕR〉 of mappings
ϕL : B1 −→ Ext(C2) and ϕR : A2 −→ Int(C1) such that for all (b1, a2) ∈ B1 ×A2 it
holds that

↑2
(
ϕL(b1)

)
(a2) = ↓1

(
ϕR(a2)

)
(b1)

All L-Chu correspondences between C1 and C2 is denoted by Chu(C1, C2).

The notions of bond and Chu correspondence are interchangeable; specifically, we
can consider the bond βϕ associated to a Chu correspondence ϕ from C1 to C2 defined
for b1 ∈ B1, a2 ∈ A2 as follows

βϕ(b1, a2) = ↑2
(
ϕL(b1)

)
(a2) = ↓1

(
ϕR(a2)

)
(b1)

Similarly, we can consider the Chu correspondence ϕβ associated to a bond β defined
by the following pair of mappings:

ϕβL(b1) = ↓2
(
β(b1)

)
for all o1 ∈ B1

ϕβR(a2) = ↑1
(
βt(a2)

)
for all a2 ∈ A2

The set of all bonds (resp. Chu correspondences) between two formal contexts en-
dowed with the ordering given by set inclusion is a complete lattice. Moreover, both
complete lattices are dually isomorphic.

Note that if ϕ ∈ Chu(C1, C2), then we can consider ϕ∗ ∈ Chu(C∗2 , C
∗
1 ) defined by

ϕ∗L = ϕR and ϕ∗R = ϕL.

2.3 Tensor product

Definition 6. The tensor product C1 � C2 of contexts Ci = 〈Bi, Ai, Ri〉 for i ∈ {1, 2}
is defined as the context 〈B1 ×B2,Chu(C1, C∗2 ), R�〉 where

R�
(
(b1, b2), ϕ

)
= ↓2

(
ϕL(b1)

)
(b2).

The properties of the tensor product were shown in [3], together with the result that
L-ChuCors with � is symmetric and monoidal. The structure of the formal concepts
of a tensor product context was established as an ordered pair formed by a bond and a
set of Chu correspondences.

Lemma 1. Let (β,X) be a formal concept of the tensor product C1 � C2, it holds that
β =

∧
ψ∈X βψ and X = {ψ ∈ Chu(C1, C∗2 ) | β ≤ βψ}.

Note that, due to the structure of complete lattice, any set of bonds is closed un-
der intersection; hence any extent of the tensor product of any two contexts is a bond
between such contexts.
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3 Introducing n-ary bonds

Due to the symmetric and monoidal properties of � on L-ChuCors we can introduce
the notion of n-ary tensor product �ni=1Ci of n formal contexts Ci for i ∈ {1, . . . , n}.
Hence, it is possible to consider a notion of n-ary bond that we can imagine as any
extent of this n-ary tensor product. This notion is formally introduced as follows:

Definition 7. Let Ci = 〈Bi, Ai, ri〉 be formal contexts for i ∈ {1, . . . , n}. An n-ary
dual bond between {Ci}ni=1 is an n-ary relation β :

∏n
i=1Bi −→ L such that for

all i ∈ {1, 2, . . . , n} and any (b1, . . . , bi−1, bi+1, . . . , bn) ∈
∏n
j=1,j 6=iBi it holds that

β(b1, . . . , bi−1, , bi+1, . . . , bn) ∈ Ext(Ci). The set of all n-ary dual bonds between
contexts C1, . . . , Cn will be denoted by nL-Bonds(C1, . . . , Cn).

The two following results can be obtained from the definition and the preliminary
results introduced above.

Lemma 2. Let Ci = 〈Bi, Ai, ri〉 be formal contexts for i ∈ {1, . . . , n}. Any extent of
n-ary tensor product �ni=1Ci is an n-ary dual bond between such formal contexts.

Lemma 3. Let {C1, . . . , Cn} be a set of n formal contexts and β be some n-ary dual
bond between such contexts. Let Dβi be a new formal context defined
as 〈Bi,

∏n
j=1,j 6=iBj ,Ri〉 where Ri(bi, (b1, . . . , bi−1, bi+1, . . . , bn)) = β(b1, . . . , bn)

for any i ∈ {1, 2, . . . , n}. Then Ext(Dβi ) ⊆ Ext(Ci).

4 Building n-ary bonds

Instead of generating bonds as extents of a tensor product, which is a redundant process,
there is another easy way to compute bonds between two formal contexts via their direct
product, which is built on the operation of fuzzy disjunction (the direct product of two
L-fuzzy contexts was studied in details in [3]). This process of generating bonds can be
extended to more than two formal contexts as it shown below.

In our framework, the fuzzy disjunction ⊕ : L × L −→ L will be constructed in
terms of fuzzy implication as

k ⊕m = ¬k → m = (k → 0)→ m

Definition 8. The direct product of two L-contexts C1 = 〈B1, A1, r1〉 and
C2 = 〈B2, A2, r2〉 is a new L-context C1∆C2 = 〈B1 ×A2, A1 ×B2, ∆〉, where ∆
is defined as ∆((o1, a2), (a1, o2)) = r1(o1, a1)⊕ r2(o2, a2).

Theorem 1 (See [3]). Let Ci = 〈Bi, Ai, ri〉 be L-contexts for i ∈ {1, 2}, where L
satisfies the double negation law, and let β be an L-multifunction between B1 and A2.
If β ∈ Ext(C1∆C2), then β ∈ L-Bonds(C1, C2).

By simply transposing the second context, it is easy to generate dual bonds as ex-
tents of C1∆C∗2 .

If the underlying structure of truth-values satisfies the double negation law
(¬¬k = k for any k ∈ L), then ⊕ is a commutative and associative operation. Hence
we can consider the following extension into n-ary disjunction of n values of L.
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Definition 9. Let k1, . . . , kn ∈ L be arbitrary values. The n-ary disjunction of values
{k1 . . . , kn} is defined as

n⊕
i=1

ki = k1 ⊕ (k2 ⊕ (k3 ⊕ (. . . (kn−1 ⊕ kn)))) .

Definition 10. Let C1, . . . , Cn be n arbitrary L-contexts. The direct product of such
contexts is defined by

∆n
i=1Ci =

〈
n∏
i=1

Bi,

n∏
i=1

Ai, r∆

〉
where r∆((b1 . . . , bn), (a1, . . . , an)) =

⊕n
i=1 ri(bi, ai).

Lemma 4. Given n arbitrary L-contexts C1, . . . , Cn, it holds that

Ext(∆n
i=1Ci) ⊆ nL-Bonds(C1, . . . , Cn) .

5 Conclusion

We have introduced the notion of n-ary dual bond as a technical tool within our wider
research line on the development of a sequent calculus for formal contexts. The first
properties of this new notion have been presented, together with a characterization
which allows a straightforward construction of n-ary dual bonds.

As future work, we will use the new notion in order to formalize the context-based
version of the introduction and the elimination rules for the two kinds of disjunction of
linear logic, underlying the theory of bonds and Chu correspondences.

References
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Abstract. This paper deals with the issue of combining involutive negations and
the contraposition law. Specifically, instead of considering the negation x → 0, we
consider arbitrary involutive negations and we define a multi-adjoint lattice where
we can apply the contraposition law by incorporating to the original implication a
set of new implications.
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1 Introduction

In logic, the basic connectives (as the implication (→), the conjunction (∧), the disjunc-
tion (∨) and the negation (¬)) hold interesting relationships among them via tautologies.
For instance, in terms of propositional logic, some of the most famous are:

– p ∧ q ≡ ¬(¬p ∨ ¬q) (the Morgan’s law)
– p→ q ≡ ¬q → ¬p (the contraposition law)
– p→ q ≡ ¬p ∨ q (the material implication)
– ¬(¬p) ≡ p (the double negation law)

Depending on how those connectives are generalized into fuzzy logic, many of such
relationships between connectives could be no longer valid [10, 4]. It is worth to take
into account that the most approaches of fuzzy logic focus on residuated lattice, which is
motivated by the modus ponens inference. So the relationships between connectives are
subordinated by the relationships imposed by the adjoint property (the core of residuated
lattices).

In this paper we focus on the satisfability of the double negation law and the contra-
position law. The former is modelled in fuzzy logic by means of involutive negations [3].
The latter, in the residuated lattice framework, requires the use of a specific negation, the
one defined by x → 0. The issue is that in general, the negation x → 0 is not involu-
tive [3]. Some authors motivate the use of fuzzy logics based on Łukasiewicz connec-
tives because it is defined on the theory of residuated lattices and it holds, among others,
the double negation and the contraposition law [10]. However, real applications require
connectives different from the Łukasiewicz ones. This approach aims at the development
? This work was supported by the Spanish governmental project TIN15-70266-C2-P-1
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of a theoretical framework where it is possible to consider arbitrary residuated pairs, ar-
bitrary involutive negations and still, a framework where it is possible to apply “a kind
of” contraposition law in the operators considered.

The background of this paper is multi-adjoint lattice theory[9], an approach that
has shown to be useful in several fields like Logic Programming [8], Concept Lattice
Analysis [5, 6] and Relation Equations [2]. The main difference between multi-adjoint
lattices and residuated lattices, is that firstly, the former can contain several residuated
pairs; i.e. several conjunctions and implications. And secondly, it allows to use non-
commutative conjunctions, which implies the existence of two different residuated im-
plications per each (non-commutative) conjunction. The idea behind this approach is to
consider a set of different implications →1, . . . ,→n related by the contraposition for-
mula; in the sense that for each i ∈ {i, . . . , n} there exists a j ∈ {i, . . . , n} such that
x→i y ≡ n(x)→j n(y). Thus, a contraposition rule (understanding rule like a method
to substitute a formula by another) could be used by jumping from one implication onto
another. This idea contrasts with other studies about negations on multi-adjoint lattices,
like [1], where negations are defined from implications by the formula x→ 0.

The paper starts by showing some preliminaries in Section 2. Then, in Section 3,
the main contribution is presented by defining firstly a multi-adjoint lattice to model
the contraposition law and, subsequently, a sequence of results that relate the different
implications appearing in the mentioned multi-adjoint lattice. Finally, Section 4 shows
the conclusions and future work.

2 Preliminaries

As I have stated in the introduction, this approach is framed in the field of multi-adjoint
lattices. The core of multi-adjoint lattices is the notion of adjoint triple that generalizes
the well-known notion of residuated pair, which is widely used in fuzzy logic.

Definition 1 ([7]). Let (P1,≤1), (P2,≤2), (P3,≤3) be three posets. I say that the map-
pings &: P1 × P2 → P3,↘ : P2 × P3 → P1, and↗ : P1 × P3 → P2 form an adjoint
triple among P1, P2 and P3 whenever:

x ≤1 y ↘ z if and only if

x& y ≤3 z if and only if (1)
y ≤2 x↗ z

for all x ∈ P1, y ∈ P2 and z ∈ P3.

The main difference with respect to residuated pairs is that, in the case of adjoint
triples, the operator used to model the conjunction (&) is not necessarily commutative.
This fact implies that I need two implications, denoted in Definition 1 by↘ and↗, to
model the adjoint (also called residuated) property. The following result present some
properties of the operator used in adjoint triples.

Lemma 1. If (&,↙,↖) is an adjoint triple w.r.t. P1, P2, P3, then
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1. & is order-preserving on both arguments, i.e. if x1, x2, x ∈ P1, y1, y2, y ∈ P2 and
x1 ≤1 x2, y1 ≤2 y2, then (x1 & y) ≤3 (x2 & y) and (x& y1) ≤3 (x& y2).

2. ↙,↖ are order-preserving on the first argument and order-reversing on the second
argument, i.e., if x1, x2, x ∈ P1, y1, y2, y ∈ P2, z1, z2, z ∈ P3 and x1 ≤1 x2,
y1 ≤2 y2, z1 ≤3 z2, then (z1 ↙ y) ≤1 (z2 ↙ y), (z ↙ y2) ≤1 (z ↙ y1),
(z1 ↖ x) ≤2 (z2 ↖ x) and (z ↖ x2) ≤2 (z ↖ x1).

In this paper I consider a simplified structure of adjoint triples, specifically that where
(P1,≤1), (P2,≤2) and (P3,≤3) are considered equal to a lattice (L,≤). I can define
now the notion of multi-adjoint lattice.

Definition 2 ([7]). A multi-adjoint lattice is a tuple

(L,≤, (&1,↙1,↖1), (&2,↙2,↖2), . . . , (&k,↙k,↖k))

where (L,≤) is a complete lattice and (&i,↙i,↖i) is an adjoint triple on (L,≤) for
each i ∈ {1, . . . , k}.

In this paper I consider multi-adjoint latticesI enriched with an involutive negation1.
Let us recall that an involutive negation on a lattice (L,≤) is an operator n : L → L
such that n(0) = 1, n(1) = 0 and n(n(x)) = x for all x ∈ L.

3 Contraposition rule and multi-adjoint lattices

I start this section by considering just an adjoint triple (&,↘,↗) defined on a lattice L
with an involutive negation n. As I have introduced in precedent sections, my goal is to
formalize the contraposition inference rule in a multi-adjoint environment. Thus, given
x, y ∈ L, my purpose is to construct a multi-adjoint framework where I can combine
x ↘ y,x ↗ y,n(y) ↘ n(x) and n(y) ↗ n(x). I propose to consider different adjoint
triples, specifically two, one associated to the implication n(y) ↘ n(x) and another to
the implication n(y)↗ n(x).

Definition 3. Let (&,↘,↗) be an adjoint triple defined in a lattice L with an involutive
negation n. The↘n-adjoint triple (&n,↘n,↗n) of (&,↘,↗) is given by the following
operators:

– x↗n y = n(x&n(y)) for all x, y ∈ L
– x&n y = n(x↗ n(y)) for all x, y ∈ L.
– x↘n y = n(y)↘ n(x) for all x, y ∈ L

Similarly, the↗n-adjoint triple (&n,↘n,↗n) of (&,↘,↗) is given by the following
operators:

– x↗n y = n(y)↗ n(x) for all x, y ∈ L
– x&n y = n(y ↘ n(x)) for all x, y ∈ L
– x↘n y = n(n(y)&x) for all x, y ∈ L .

1 Also called strong negation in many approaches of fuzzy logic.
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The definition above requires a proof to justify the use of the term ‘adjoint triple’
in it.

Lemma 2. Let (&,↘,↗) be an adjoint triple defined in a lattice L with an involu-
tive negation n. Then (&n,↘n,↗n) and (&n,↘n,↗n) (as given in Definition 3) are
adjoint triples as well.

Two remarks. Firstly, I have opted to use the subindex and supindex notation to
mark the implication where is applied the contraposition rule. Thus, the adjoint triple
associated to the supindex (n) denotes those operators associated to the application of
the contraposition formula to↗. In parallel, the adjoint triple associated to the subindex
(n) is the one where the contraposition formula is applied to↘. Secondly, note that the
other implication in the adjoint triple coincides with the one that extends the crisp logic
equivalence x → y ≡ ¬(x ∧ ¬y), which is linked to a common interpretation of the
implication in crisp logic, i.e., the only case where x→ y is false is when x is true and y
false. So, the notation of sup and sub-indexes together with the second remark simplifies
the memorization and use of formulae in Definition 3.

The next proposition presents an interesting relation among the sequential composi-
tion of the construction of↗n-adjoint triples and↘n-adjoint triples. Note that by com-
posing twice such constructions, there are, a priori, four possible new adjoint triples,
namely:

– ((&n)n, (↘n)n, (↗n)n); i.e. the↘n-adjoint triple of (&n,↘n,↗n).
– ((&n)

n, (↘n)
n, (↗n)

n); i.e. the↗n-adjoint triple of (&n,↘n,↗n).
– ((&n)n, (↘n)n, (↗n)n); i.e. the↗n-adjoint triple of (&n,↘n,↗n).
– ((&n)n, (↘n)n, (↗n)n); i.e. the↘n-adjoint triple of (&n,↘n,↗n).

The next result shows that the four possibilities coincide, up to commutative, either
with (&,↘,↗), (&n,↘n,↗n) or (&n,↘n,↗n).

Proposition 1. Let (&,↘,↗) be an adjoint triple defined in a lattice L with an involu-
tive negation n. Then the following equalities hold:

1. x(&n)ny = x(&n)ny = x& y.
2. x(&n)ny = x(&n)

ny = y&x.
3. x(↘n)ny = x↘ y.
4. x(↗n)ny = x↗ y.
5. x(↘n)ny = x↘ y
6. x(↗n)ny = x↗ y
7. x(↗n)ny = x↘n y.
8. x(↘n)ny = x↗n y.
9. x(↗n)

ny = x↘n y
10. x(↘n)

ny = x↗n y

The proposition above shows that given an adjoint triple (&,↘,↗) defined on a
lattice L with an involutive negation n, the multi-adjoint framework given by:

(L,≤, (&,↘,↗), (&n,↘n,↗n), (&
n,↘n,↗n)) (2)
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is a close framework where it is possible to apply the contraposition rule associated
to n an indefinitely (numerable) number of times. For instance, from the equality 8 of
Proposition 1, for every x, y ∈ L we have:

x↗n y = n(y)↘n n(x).

So it is possible to apply the contraposition rule to the implication ↘n by using the
implication↗n. Note that Proposition 1 covers all the possible application of the con-
traposition rule in the multi-adjoint framework of equation (2).

There is another interesting consequence of the Proposition 1: applying twice the
construction of the ↘n-adjoint triple (resp. the ↗n-adjoint triple) yields the original
adjoint triple.

Corollary 1. Let (&,↘,↗) be an adjoint triple defined on a lattice L with an involutive
negation n. Then, the ↘n-adjoint triple (resp. ↗n-adjoint triple) of the ↘n-adjoint
triple (resp.↗n-adjoint triple) of (&,↘,↗) is (&,↘,↗).

To end the section, I present a brief study restricted to residuated pairs (&,→),
which is a special case of adjoint triples where the operator & is commutative. Note
that in such a case, both implications of an adjoint triple, ↘ and ↗, coincides and
are represented directly by →. Anyway, we can construct the ↘n-adjoint triple of a
residuated pair (&,→) and, obviously, it coincides with its respective↗n-adjoint triple.
However, note that in general ↗n 6=↘n. Thus, the ↘n-adjoint triple of a residuated
pair differs, in general, from a residuated pair. So, the adjoint triple framework with a
non-commutative operator & is necessary even if the origin of the approach focus on
residuated pairs. Given a residuated pair (&,→) and an involutive negation n, the multi-
adjoint framework associated by equation (2) is:

(L,≤, (&,→), (&n,↘n,↗n))

where, thanks to Proposition 1, the following equalities hold:

– x→ y = n(y)↘n n(x),
– x↘n y = n(y)→ n(x),
– x↗n y = n(y)↗n n(x)

for all x, y ∈ L. Moreover, we have the following result, which characterises when the
multiadjoint framework associated to a residuated pair is a residuated lattice again. Note
that it is equivalent to show that

&n = & and ↘n=↗n=→

or equivalently
(&,→) ≡ (&n,↘n,↗n)

i.e., the↘n-adjoint triple coincides with the original residuated lattice.

Proposition 2. Let (&,→) be a residuated pair on L and let n be an involutive negation
on L. Then, the multi-adjoint framework associated by equation (2) to (L,≤ (&,→)) is

(L,≤ (&,→))

if and only if n(x) = x→ 0.
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Note that the proposition above requires that the negation defined by n(x) = x→ 0
is involutive.

4 Conclusion and future work

In this paper I have presented an approach aimed at providing a theoretical background
where the double negation and the contraposition rule can be applied in a broader way.
Instead of considering the typical negation x → 0, which rarely holds the double nega-
tion law, the approach considers arbitrary involutive negations and multi-adjoint lattices.
Thus, given an adjoint triple (or simply a residuated pair), we have defined a multi-
adjoint framework with exactly three adjoint triples that is close by the contraposition
rule.

As a future work there are two different research lines. On the one hand I find in-
teresting the development of a formal logic theory based on this approach. On the other
hand, the extension of the approach for non-involutive negations.
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1 Introduction

The first research in the area of intuitionistic fuzzy logics started 30 years ago. Sequen-
tially, intuitionistic fuzzy propositional calculus, intuitionistic fuzzy predicate logic,
intuitionistic fuzzy modal logic and intuitionistic fuzzy temporal logic were introduced
and developed.

In intuitionistic fuzzy predicate logic, firstly, intuitionistic fuzzy quantifiers that are
analogous of the standard logic quantifiers were defined, and after this a series of their
extensions arised. In intuitionistic fuzzy modal logic, firstly, intuitionistic fuzzy modal
operators that are analogues of standard modal logic operators “necessity” and “pos-
sibility” were introduced and after this, a series of their extensions and modifications
were defned. Level operators, that are intuitionistic fuzzy analogues of the standard
fuzzy set operators, were introduced, too.

Here, the pseudo-fixed points of all these operators will be described.

2 Main results

In classical logic (e.g., [13, 14, 16]), to each proposition (sentence) we juxtapose its
truth value: truth – denoted by 1, or falsity – denoted by 0. In the case of fuzzy logic
[15], this truth value is a real number in the interval [0, 1] and it is called “truth degree”
or “degree of validity”. In the intuitionistic fuzzy case (see [2, 3, 5, 6] we add one more
value – “falsity degree” or “degree of non-validity” – which is again in interval [0, 1].
Thus, to the proposition p, two real numbers, µ(p) and ν(p), are assigned with the
following constraint:

µ(p), ν(p) ∈ [0, 1] and µ(p) + ν(p) ≤ 1. (1)

L. Kóczy, J. Medina (Eds): ESCIM 2016. ISBN 978-84-617-5119-8 66



Therefore, if S is a set of propositions (or more general, formulas), then we can
construct function V : S → [0, 1]× [0, 1] that is defined for every p ∈ S by

V (p) = 〈µ(p), ν(p)〉.

In [11], the pair 〈µ(p), ν(p)〉 that satisfies condition (1) is called “Intuitionistic
Fuzzy Pair” (IFP).

Now, we introduce the separate quantifiers and operators from modal and level
types.

Let x be a variable, obtaining values in set E and let P (x) be a predicate with a
variable x. Let

V (P (x)) = 〈µ(P (x)), ν(P (x))〉.

The IF-interpretations of the (intuitionistic fuzzy) quantifiers for all (∀) and there
exists (∃) are introduced in [3, 12, 9] by

V (∃xP (x)) = 〈sup
y∈E

µ(P (y)), inf
y∈E

ν(P (y))〉,

V (∀xP (x)) = 〈 inf
y∈E

µ(P (y)), sup
y∈E

ν(P (y))〉.

Their geometrical interpretations are illustrated in Figures 1 and 2, respectively,
where x1, ..., x5 are possible values of variable x and V (x1), ..., V (x5) are their IF-
evaluations.
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Fig. 1. Fig. 2.

In [5], we introduced the following six quantifiers and studied some of their prop-
erties.

V (∀µxP (x)) = {〈x, inf
y∈E

µ(P (y)), ν(P (x))〉|x ∈ E},

V (∀νxP (x)) = {〈x,min(1− sup
y∈E

ν(P (y)), µ(P (x))), sup
y∈E

ν(P (y))〉|x ∈ E},
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V (∃µxP (x)) = {〈x, sup
y∈E

µ(P (y)),min(1− sup
y∈E

µ(P (y)), ν(P (x)))〉|x ∈ E},

V (∃νxP (x)) = {〈x, µ(P (x)), inf
y∈E

ν(P (y))〉|x ∈ E},

V (∀∗νxP (x))

= {〈x,min(1− sup
y∈E

ν(P (y)), µ(P (x))),min(sup
y∈E

ν(P (y)), 1− µ(P (x)))〉|x ∈ E},

V (∃∗µxP (x))

= {〈x,min(sup
y∈E

µ(P (y)), 1− ν(P (x))),min(1− sup
y∈E

µ(P (y)), ν(P (x)))〉|x ∈ E}.

Let the possible values of the variable x be a, b, c and let their IF-evaluations V (a),
V (b), V (c) be shown on Fig. 3. The geometrical interpretations of the new quantifiers
are shown in Figs. 4 – 9.
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For the formula A for which V (A) = 〈a, b〉, where a, b ∈ [0, 1] and a + b ≤
1, following [1], we define the two modal operators “necessity” and “possibility” by
V ( A) = 〈a, 1− a〉, V (♦A) = 〈1− b, b〉, respectively.

The geometrical interpretations of both operators are given in Figures 10 and 11,
respectively.
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Following [7], we discuss another modal operator, without an analogue in modal
logic.

For the formula A, for which V (A) = 〈a, b〉, where a, b ∈ [0, 1] and a+ b ≤ 1, we
define the new modal operator “©” by:

V (©A) = 〈 a

a+ b
,

b

a+ b
〉.

The first two modal operators are extended (see, e.g., [3, 4]) to operators Dα, Fα,β ,
Gα,β , Hα,β , H∗α,β , Jα,β , J∗α,β and Xα,β,γ,δ,ε,η, defined by:

V (Dα(A)) = 〈a+ α.(1− a− b), b+ (1− α).(1− a− b)〉,

V (Fα,β(A)) = 〈a+ α.(1− a− b), b+ β.(1− a− b)〉, for α+ β ≤ 1,

V (Gα,β(A)) = 〈α.a, β.b〉,

V (Hα,β(A)) = 〈α.a, b+ β.(1− a− b)〉,

V (H∗α,β(A)) = 〈α.a, b+ β.(1− α.a− b)〉,

V (Jα,β(A)) = 〈a+ α.(1− a− b), β.b〉,

V (J∗α,β(A)) = 〈a+ α.(1− a− β.b), β.b〉,

V (Xα,β,γ,δ,ε,η(A)) = 〈α.a+ β.(1− a− γ.b), δ.b+ ε.(1− η.a− b)〉,

for α+ ε− ε.η ≤ 1, β + δ − βγ ≤ 1, β + ε ≤ 1.

Their geometrical interpretations are given in Fig. 12–18.
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Fig. 15. Fig. 16.

@
@
@

@
@
@
@
@
@
@
@@

q V (A)

V ( A)

V (H∗α,β(A))

q��

�
��

�
�
�

�
�
�
�

�
�
�
�
�

�
�
�
�
��

�
�
�
�
��

�
�
�
�
��

�
�
�
�
�

�
�
�
�
�

�
�
�
��

�
�
��

�
�
��

-

@
@

@
@

@
@
@

@
@
@

@@

qV (A) V (♦A)

V (J∗α,β(A))

q
��
�
��

�
�
��

�
�
��

�
�
��

�
�
�

�
�
�

�
��

�
��
�
�
����6

Fig. 17. Fig. 18.
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Let for operator Y and for IFP 〈a, b〉: Y (〈a, b〉) = 〈a, b〉. Then, we call that the IFP
is a fixed point for operator Y . But, when operator Y is defined over elements of S,
i.e., when for formula A, V (Y (A)) = 〈µ(Y (A)), ν(Y (A))〉, then we will call that A is
a pseudo-fixed point for operator Y . In this case, the equality 〈µ(Y (A)), ν(Y (A))〉 =
〈µ(A), ν(A)〉 holds (see [10]).

Now, we formulate and prove the following assertion, related to the extended modal
operators.

Theorem 1. For every two formulas A,B there exists an operator Y ∈ {Fα,β , Gα,β ,
Hα,β , H

∗
α,β , Jα,β , J

∗
α,β} and there exist real numbers α, β ∈ [0, 1] such that V (A) =

V (Yα,β(B)).
Proof. Let everywhere V (A) = 〈a, b〉 and V (B) = 〈c, d〉, where a, b, c, d ∈ [0, 1] and
a+ b ≤ 1 and c+ d ≤ 1.

The following 9 cases are possible for a, b, c and d.
Case 1. a = c Then, for Y :

and if Y = F , then, α = β = 0;
b = d if Y = G, then, α = β = 1;

if Y = H or Y = H∗, then, α = 1 and β = 0;
if Y = J or Y = J∗ then, α = 0 and β = 1.

Case 2. a > c Then, Y = F and α = a−c
1−c−d and β = 0

and (we shall note that 1− c− d > 1− a− b ≥ 0)
b = d or Y = J or Y = J∗, and α has the above

form and β = 1.
Case 3. a < c Then, Y = G and α = a

c and β = 1 (we note
and that c > a ≥ 0)
b = d or Y = J or Y = J∗, and α has the above

form and β = 0.
Case 4. a = c Then, Y = F and α = 0 and β = b−d

1−c−d
and (we note that 1− c− d > 1− a− b ≥ 0)
b > d or Y = H or Y = H∗, and α = 1 and β has

the above form.
Case 5. a > c Then, Y = F and α = a−c

1−c−d and
and β = b−d

1−c−d (we note that
b > d 1− c− d > 1− a− b ≥ 0)

Case 6. a < c
and
b > d.

Then, there are two subcases:

6.1. if b ≤ 1 − c, then, Y = H and α = a
c and β =

b−d
1−c−d
or Y = H∗ and α = a

c and β = b−d
1−a−d

(we note that 1 − a − d > 1 − c − d ≥ b − d > 0
and c > a ≥ 0)

6.2. if b > 1 − c, then, Y = H∗ and α = a
c and β =

b−d
1−a−d (we note that 1 − a − d ≥ b − d > 0 and
c > a ≥ 0)
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Case 7. a = c
and
b < d.

Then, Y = G and α = 1 and β = b
d (we note that

d > b ≥ 0)

or Y = J or Y = H∗, and α = 0 and β has the
above form.

Case 8. a > c
and
b < d.

Then, there are two subcases:

8.1. if a ≤ 1 − d, then, Y = J and α = a−c
1−c−d and

β = b
d

or Y = J∗ and α = a−c
1−b−c and β = b

d (we note that
1− c− b > 1− c− d ≥ a− c > 0 and d > b ≥ 0)

8.2. if a > 1 − d, then, Y = J∗ and α = a−c
1−b−c and

β = b
d (we note that 1 − c − b ≥ a − c > 0 and

d > b ≥ 0)

Case 9. a < c
and
b < d.

Then, Y = G and α = a
c and β = b

d (we shall note
that c > a ≥ 0 and d > b ≥ 0).

The following operators of modal type are similar to the standard modal operators
(see Figs. 19 and 20). Let for formula A: V (A) = 〈µ, ν〉. Then (see, e.g., [3]),

V ( +A) =

〈
µ

2
,
ν + 1

2

〉
,

V (×A) =
〈
µ+ 1

2
,
ν

2

〉
.

In [4] these operators are extended, as follows:

V ( + αA) = 〈αµ, αν + 1− α〉,

V (× αA) = 〈αµ+ 1− α, αν〉,

where α ∈ [0, 1],

V ( + α,βA) = 〈αµ, αν + β〉,

V (× α,βA) = 〈αµ+ β, αν〉,

where α, β, α+ β ∈ [0, 1].
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Fig. 19. Fig. 20.

Finally, we determine all pseudo-fixed points of all quantifiers and operators, de-
fined above. The proof of this Theorem is similar to the above one.

Theorem 2. For all α, β ∈ [0, 1] the pseudo-fixed point(s) of:

(a) ∃ are all elements A ∈ S for which V (A) = 〈1, 0〉,

(b) ∀ are all elements A ∈ S for which V (A) = 〈0, 1〉,

(c) ∃µ are all elements A ∈ S for which

µ(A) = sup
x∈S

µ(x)

and in the more general case, all elements A ∈ S for which V (A) = 〈1, 0〉,

(d) ∃ν are all elements A ∈ S for which

ν(A) = inf
x∈S

ν(x)

and in the more general case, all elements A ∈ S for which V (A) ∈ [0, 1]× {0},

(e) ∀µ are all elements A ∈ S for which

µ(A) = inf
x∈S

µ(x)

and in the more general case, all elements A ∈ S for which V (A) ∈ {0} × [0, 1],

(f) ∀ν are all elements A ∈ S for which

ν(A) = sup
x∈S

ν(x)

and in the more general case, all elements A ∈ S for which V (A) = 〈0, 1〉,
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(g) ,♦,© are all elements A ∈ S for which µ(A) + ν(A) = 1,

(h) Dα are all elements A ∈ S for which µ(A) + ν(A) = 1,

(i) Fα,β are all elements A ∈ S for which µ(A) + ν(A) = 1 and α+ β ≤ 1,

(j) Gα,β are all elements A ∈ S for which µ(A) = ν(A) = 0,

(k) Hα,β , H
∗
α,β are all elements A ∈ S for which µ(A) = 0 and ν(A) = 1,

(l) Jα,β , J∗α,β are all elements A ∈ S for which µ(A) = 1 and ν(A) = 0,

(m) + , + α are all elements A ∈ S for which µ(A) = 0 and ν(A) = 1,

(n) × , × α are all elements A ∈ S for which µ(A) = 1 and ν(A) = 0,

(o) + α,β are all elements A ∈ S for which µ(A) = 0, ν(A) = 1 and α+ β = 1,

(p) × α,β are all elements A ∈ S for which µ(A) = 1, ν(A) = 0 and α+ β = 1,

(q) Pα,β are all elements A ∈ S for which α ≤ µ(A) = 1 and 0 ≤ ν(A) ≤ β,

(r) Qα,β are all elements A ∈ S for which 0 ≤ µ(A) = α and β ≤ ν(A) ≤ 1.

3 Conclusion

In intuitionistic fuzzy sets theory there are some operators that by the moment do not
have analogue in intuitionistic fuzzy logics. In future, we hope that they will be defined
for intuitionistic fuzzy logic case and their properties, including these, discussed in the
present paper, will be studied.
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Abstract. In this paper we investigate orderings between intuitionistic fuzzy
pairs and find some relationships between them. Our purpose is to establish a
meaningful automated way to determine an object which best fits a given object,
when this specific object is compared to all others and the result of this compar-
ison is in the form of intuitionistic fuzzy pairs. Our idea is to obtain a way of
comparison which may be used to identify potentially similar structures, texts,
geometric patterns, which can later be processed by other methods to verify or
discard this initial hypothesis.

Keywords: intuitionistic fuzzy pairs, similarity, orderings.

1 Introduction

Let us suppose that we are given an object (e.g. an input string, geometric shape) I and
set of objects (of the same nature) O = {O1, . . . , On}, and a function f that assigns
similarity score to every pair (I,Oj). When this score is a real number, we can easily
find the objects that are most similar to I, due to the natural ordering of the real num-
bers which allows comparison of any two of them. However, if the function assigns
an ordered pair of real numbers to each couple of objects, which reflect similarity and
dissimilarity in some sense, we are faced with a particular problem, since only partial
ordering exists and some elements are not comparable. There are two ways in which
such problem can be overcome - one is to use algorithms to generate only comparable
pairs. The other is to introduce different orderings which whenever possible imply sim-
ilar behaviour. In a manner of speaking we are looking for something like an analytic
continuation of a function, but applied to the ordering. This allows for greater freedom
when considering the function (or algorithm) that assigns the IFP as the range of the
function is thus extended.

2 Preliminaries

Here we remind some basic definitions which will be used further.

Definition 1 (cf. [2]). An intuitionistic fuzzy pair (IFP) is an ordered couple of real
non-negative numbers 〈a, b〉, with the additional constraint:

a+ b ≤ 1. (1)
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This concept is very important in practice since many methods implementing intuition-
istic fuzzy techniques lead to estimates in the form of IFPs.

One way to measure which of two IFPs is “better” is by using an ordering:

Definition 2 (cf. [1, 2]). Given two IFPs: u = 〈u1, u2〉 and v = 〈v1, v2〉, we say that u
is less or equal to v, and we write:

u ≤ v,

iff {
u1 ≤ v1

u2 ≥ v2.
(2)

It is obvious that ≤ is a partial ordering, because from its definition it is evident that it
is transitive, reflexive and antisymmetric but there exist u and v, for which conditions
(2) are not satisfied.

Definition 3. We will say that a partial ordering �i is stricter than partial ordering
�j , when u �i v, implies u �j v, but not vice versa.

A partial ordering stricter than ≤ is the following:

Definition 4 (cf.[3]). Given two IFPs u = 〈u1, u2〉 and v = 〈v1, v2〉, we say that u is
(definiteness-based) less or equal to v, and we write:

u �σ v,

iff {
(u1 + u2)u1 ≤ (v1 + v2)v1

(u1 + u2)u2 ≥ (v1 + v2)v2.
(3)

Further we will propose a new ordering which may be viewed as a continuation of the
above orderings.

3 The new partial ordering

Here we will propose a new partial ordering.

Definition 5. Given two IFPs u = 〈u1, u2〉 and v = 〈v1, v2〉, we say that u is (first-
component biased) less or equal to v, and we write:

u �µ v

iff {
u1 ≤ v1

u2(1− u1) ≥ v2(1− v1).
(4)

The fact that u �µ v is transitive, reflexive and antisymmetric is evident from the
definition.
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Theorem 1. The partial ordering ≤ is stricter than �µ .

Proof. First we will show that u ≤ v, implies u �µ v.
From (2) we have u2 ≥ v2. From the first (identical for both cases) inequality we

have:
u1 ≤ v1 ⇔ (1− u1) ≥ (1− v1).

Thus, multiplying both inequalities we obtain:

u2(1− u1) ≥ (1− v1)v2.

Hence, u ≤ v, implies u �µ v.
It remains to show that u �µ v does not imply u ≤ v.
Let us consider u and v such that u1 < v1 and

u2(1− u1) = (1− v1)v2.

Then, we must have (assuming v2 6= 0 and u1 6= 1):

u2

v2
=

(1− v1)

(1− u1)

But (1− v1) < (1− u1), hence u2 < v2. Thus, u �µ v but u 6≤ v. ut

As can be seen from the proof, more IFPs are comparable with the new ordering.
We will briefly explain our motivation in its construction. The first component (if the

pair is an intuitionistic fuzzy estimate) usually has the meaning of similarity, agreement
or compatibility. Hence, in determining which is the closest (“most similar”) element
it should have a leading role. The second condition in �µ, reflects the “degree of dis-
agreement” scaled with the maximal theoretically possible “degree of disagreement”
for each pair.

Let us suppose that we have a predefined object I and a set of objects
O = {O1, ..., On}. If we have a function f which measures the similarity between
the objects and is such that:

f(I,Oi) = f(Oi, I) = 〈ai, bi〉, i = 1, . . . , n.

If for some k, 〈ak, bk〉, we have:

〈ai, bi〉 �µ 〈ak, bk〉, i = 1, . . . , n,

then we can conclude that Ok is potentially the most similar to I.
Note that since we have that if two elements are comparable by �σ and u �σ v,

implies u ≤ v, and u ≤ v in turn implies u �µ v, then u �µ v preserves the ordering
for the elements sorted by the stricter relations.

4 Conclusion

In the present work we have proposed a new partial ordering which is consistent with
�σ and ≤, whenever all are applicable. It has, however, the benefit of being applicable
whenever the above mentioned are not.
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Abstract. The processes of decision making by experts and by decision making
tools are described by a Generalized Net (GN). It is shown that the GN-model
can organize, coordinate and synchronize the work of the experts and/or decision
making tools with aim to obtain the best results of their activity.
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tem

1 Introduction

The Generalized Nets (GNs, [2, 4] are tools for modelling of parallel processes, includ-
ing as partial cases the standard Petri nets and all their modifications and extensions
(as Time Petri nets, E-nets, Colour Petri nets, Predicative-Transition Petri nets, Fuzzy
Petri nets, etc.). These proofs are published in “AMSE Press” journals in 1980s and
discussed in [2]. Here, we give an illustration: by Time Petri nets we can describe the
functioning of a cinema hall with projections in 10 AM, 12 AM, 2 PM, etc. By E-nets
we can describe the functioning of the same cinema hall with projections with dura-
tion 1:45, 1:35, etc., hours long. In none of these cases, the respective type of nets can
show us what is the interval betweet two of projections. GNs, having the two temporal
components of the two Petri net types, can give us the respective information.

The apparatus of the GNs is used for modelling of different processes in the areas
of Artificial Intelligence, medicine and biology, economics, industry and many others
(see, e.g., [7]).

In Section 2, we give short remarks from GN-theory, in Section 3 – description of
a GN that organizes, coordinates and synchronizes the work of experts and/or decision
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making tools united in a multiagent setting for solving of concrete problem. The GN-
model is based on some criteria that determine: the choice of experts and/or decision
making tools, the correctness of the evaluations and of the final evaluations. As the
process of expert decision making, as well as the processes of functioning of differ-
ent decision making tools, are represented by GNs in [8]. So, the present GN can be
interpreted as a GN over which hierarchical operators are defined (see [2, 4]).

The paper is a continuation and illustration of the ideas from [7].

2 Short remarks of the theory of the generalized nets

The GNs are defined in a way that is different in principle from the ways of defining the
other types of PNs [2, 4].

The first basic difference between GNs and the ordinary PNs is the “place – tran-
sition” relation. Here, the transitions are objects of more complex nature. A transition
may contain m input places and n output places, where the integers m,n ≥ 1.

Formally, every transition is described by a seven-tuple (Figure 1):

Z = 〈L′, L′′, t1, t2, r,M, 〉,
where:

...

...

...

...

l′1 j -

l′i j -

l′m j -

r
?

...

...

...

...

l′′1j-

l′′jj-

l′′nj-

Fig. 1. The form of transition

(a) L′ and L′′ are finite, non-empty sets of places (the transition’s input and output
places, respectively); for the transition in Figure 1 these are L′ = {l′1, l′2, . . . , l′m} and
L′′ = {l′′1 , l′′2 , . . . , l′′n};

(b) t1 is the current time-moment of the transition’s firing;
(c) t2 is the current value of the duration of its active state;
(d) r is the transition’s condition determining which tokens will pass (or transfer)

from the transition’s inputs to its outputs; it has the form of an Index Matrix (IM; see
[6]):

r =

l′′1 . . . l′′j . . . l′′n
l′1
... ri,j
l′m

;
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ri,j is the predicate that corresponds to the i-th input and j-th output place (1 ≤ i ≤
m, 1 ≤ j ≤ n). When its truth value is “true”, a token from the i-th input place transfers
to the j-th output place; otherwise, this is not possible;

(e)M is an IM of the capacitiesmi,j of transition’s arcs, wheremi,j ≥ 0 is a natural
number:

M =

l′′1 . . . l′′j . . . l′′n
l′1
... mi,j

l′m

;

(f) is an object of a form similar to a Boolean expression. It contains as variables
the symbols that serve as labels for a transition’s input places, and is an expression
built up from variables and the Boolean connectives ∧ and ∨. When the value of a
type (calculated as a Boolean expression) is “true”, the transition can become active,
otherwise it cannot.

The ordered four-tuple

E = 〈〈A, πA, πL, c, f, θ1, θ2〉, 〈K,πK , θK〉, 〈T, to, t∗〉, 〈X,Φ, b〉〉

is called a GN if:
(a) A is a set of transitions;
(b) πA is a function giving the priorities of the transitions, i.e., πA : A→ N , where

N = {0, 1, 2, . . . } ∪ {∞};
(c) πL is a function giving the priorities of the places, i.e., πL : L → N , where

L = pr1A ∪ pr2A, and priX is the i-th projection of the n-dimensional set, where
n ∈ N,n ≥ 1 and 1 ≤ k ≤ n (obviously, L is the set of all GN - places);

(d) c is a function giving the capacities of the places, i.e., c : L→ N ;
(e) f is a function that calculates the truth values of the predicates of the transition’s

conditions (for the GN described here, let the function f have the value “false” or “true”,
that is, a value from the set {0, 1};

(f) θ1 is a function which indicates the next time-moment when a certain transition
Z can be activated, that is, θ1(t) = t′, where pr3Z = t, t′ ∈ [T, T + t∗] and t ≤ t′. The
value of this function is calculated at the moment when the transition ceases to function;

(g) θ2 is a function which gives the duration of the active state of a certain transition
Z, i. e., θ2(t) = t′, where pr4Z = t ∈ [T, T + t∗] and t′ ≥ 0. The value of this function
is calculated at the moment when the transition starts to function;

(h) K is the set of the GN’s tokens.
(i) πK is a function which gives the priorities of the tokens, that is, πK : K → N ;
(j) θK is a function which gives the time-moment when a given token can enter the

net, that is, θK(α) = t, where α ∈ K and t ∈ [T, T + t∗];
(k) T is the time-moment when the GN starts to function. This moment is deter-

mined with respect to a fixed (global) time-scale;
(l) to is an elementary time-step, related to the fixed (global) time-scale;
(m) t∗ is the duration of the functioning of the GN;
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(n) X is the set of all initial characteristics which the tokens can obtain on entering
the net;

(o) Φ is the characteristic function that assigns new characteristics to every token
when it makes the transfer from an input to an output place of a given transition.

(p) b is a function which gives the maximum number of characteristics a given token
can obtain, that is, b : K → N .

A given GN may not have some of the above components. In these cases, any re-
dundant component will be omitted. The GNs of this kind form a special class of GNs
called “reduced GNs”.

3 Generalized net model of a decision making process

Let us have the experts E1, ..., Ee who participate in procedures for decision making.
Let the i-th expert have score 〈ρi, σi〉, where ρi is its degree of correctness (precision,
...) and σi – its degree of incorrectness (imprecision, ...) and they correspond to the num-
ber of the expertises in which the expert Ei has given correct or incorrect estimation,
respectively. If the expert Ei had participated in Ni expertises in the past and if his/her
evaluation in the (Ni + 1)-st expertise is correct, then his/her score will be changed to
the form

〈Niρi + 1

Ni + 1
,
Niσi
Ni + 1

〉,

if his/her evaluation in the (Ni + 1)-st expertise is incorrect, then his/her score will be
changed to the form

〈 Niρi
Ni + 1

,
Niσi + 1

Ni + 1
〉,

while if he/she had not diven any evaluation in the (Ni + 1)-st expertise, then his/her
score will be changed to the form

〈 Niρi
Ni + 1

,
Niσi
Ni + 1

〉.

In our GN-model, each expert will be represented by a token (Ei – by εi). Initially,
all tokens ε1, ..., εe stay in place l5. When a problem for solving arises, the model
will determine which experts must participate in the process, if they are available. In
the present model, we assume that if an expert participates in another procedure, the
present problem will wait for him/her to finish his/her previous activity and the work
over the new problem will start when the necessary expert is already available. In next
research, we will discuss the possibility for replacing of one expert with another. Here,
we assume that the expert always gives correct evaluations, i.e., each his/her evaluation
〈αi,k, βi,k〉 for the problem πk, satisfies the inequality αi,k + βi,k ≤ 1, where αi,k and
βi,k are the positive and negative degrees of the evaluation of expert Ei.

In future research, we will discuss the case, when we will correct the expert estima-
tions, when they are wrong, using the procedures from [3, 5].

Let us have different decision making tools T1,1, ..., T1,t1 , ..., Tn,1, ..., Tn,tn , where
T1,1, ..., T1,t1 can be, e.g., t1 different data bases, T2,1, ..., T2,t2 – t2 different expert
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systems, etc. Among these decision making tools there will be different types of neural
networks, genetic algorithms, ant colony optimization procedures, and others.

In the GN-model, each tool will be represented by a token (Ti,j – by τi,j , where
1 ≤ j ≤ ti). Let us assume that each tool gives (in the present model – always correct)
evaluation 〈γi,j,k, δi,j,k〉, for the problem πk, where γi,j,k + δi,j,k ≤ 1.

These tokens stay in places m1, ...,mn.
There are four tools that we call “solvers” (criteria) that solve concrete situations

in the global process - κ1, κ2, κ3 and κ4. The first of them, using necessary criteria,
determines which decision making tools are necessary for solving problem π. It stays
in place l7. The second solver checks whether the joint result of work of the decision
making tools that are necessary for solving the current problem, is correct. It stays in
place l13. The third solver checks whether the final results of work of the experts or
of the decision making tools, are correct. It stays in place l15. The fourth solver is
activated when the third solver determines that the final result is not correct. The fourth
solver determines who - other experts or decision making tools shall repeat the decision
making procedure. It stays in place l19.

There are a aggregation algorithms A1, ..., Aa that aggregate expert’s and deci-
sion making tool’s evaluations for the current problem. They are represented by tokens
α1, ..., αa that stay in place l15.

In separate time-moments, tokens π1, π2, ... enter the GN. They represent the sepa-
rate problems that must be solved by experts or decision making tools. For simplicity,
the current k-th token πk will be denoted by π. Each of these tokens enters place l1 with
initial characteristic “problem; list of suitable experts or decision making tools who can
solve the problem”.

The GN-model (see Fig. 2) contains 7 transitions, 19 + n places and the above
described types of tokens.

The GN-transitions are the following.

Z1 = 〈{l1, l17}, {l2, l3},

l2 l3
l1 W1,2 W1,3

l17 W17,2 W17,3

〉,

where:

– W1,2 =W17,2 =“the decision making process uses experts”;
– W1,3 =W17,3 =“the decision making process uses decision making tools”.

Token π from place l1 enters place l2 with initial characteristic “pre-formulation of
the problem in a form suitable for experts” and it enters place l3 with initial charac-
teristic “pre-formulation of the problem in a form suitable for decision making tools”,
while token π from place l17 enters places l2 and l3 without any new characteristic,
if it will use other experts or other decision making tools, and it will obtain as a next
characteristic
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“pre-formulation of the problem if on the previous cycles it
in suitable for experts form;, used decision making tools
list of the suitable experts”,

“pre-formulation of the problem if on the previous cycles it
in suitable for decision making used experts
programs form”,

Z2 = 〈{l2, l5, l8}, {l4, l5},

l4 l5
l2 W2,4 false
l5 W5,4 true
l8 false true

〉,
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where:

– W2,4 =“the experts from the last token characteristic are available in place l5”,
– W5,4 =“there is a token in place l2”.

Let tokens εq1 , ..., εqs represent the experts who are necessary for the solution of
problem π.

Token π from place l2 enters place l4 where it unites with tokens εq1 , ..., εqs arriving
from place l5, and the new token obtains the characteristic “list of scores of experts
εq1 , ..., εqs”.

Tokens from place l8 enter place l5 without new characteristics.

Z3 = 〈{l3, l7, l12}, {l6, l7},

l6 l7
l3 W3,6 false
l7 W7,6 true
l12 false true

〉,

where:

– W3,6 =“the decision making tools from the last token characteristic are available
in place l7”,

– W7,6 =“there is a token in place l3”.

Token κ1, that has a higher priority than the π-tokens, first makes a loop within
place l7 and this action represents the process of determining of the decision making
tools that are necessary for the solution of problem π.

The π-tokens from places l3 or l17 enter place l6 with the characteristic “list of
decision making tools τi1,j1 , ..., τir,jr that are necessary for solving of problem π”.

Z4 = 〈{l4, l6, l18,m1, ...,mn}, {l8, l9, l10,m1, ...,mn},

l8 l9 l10 m1 ... mn

l4 true true false false . . . false
l6 false false true false . . . false
l18 false false false W18,1 . . . W18,m

m1 false false false true . . . false
...

...
...

...
...

. . .
...

mn false false false false . . . true

〉,

where for each i: (1 ≤ i ≤ m), W18,i =“a decision making tool from the current type
had participated in the decision making process related to current token π”.

Token π from place l4 splits to s + 1 tokens – tokens εq1 , ..., εqs and the original
token π. Tokens εq1 , ..., εqs (that have united with token π on the previous time-step)
enter place l8 without new characteristics. In a future research of the authors, we will
study the number of participations of the separate decision making tools in the pro-
cesses of problems solving. So, the ε-tokens will obtain as a characteristic in place l8
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the number of current participation. Token π = πk enters place l9 with a characteris-
tic “{〈αq1,k, βq1,k〉, ..., 〈αqs,k, βqs,k〉; the concrete aggregation procedure for results of
work of the experts for solving problem π”.

The reason behind the processes of uniting and splitting of the ε-tokens is that hu-
man experts need longer time for their process of decision making, compared to deci-
sion making tools. Thus, the tokens that represent decision making tools will not unite or
split with token π. So, token π = πk from place l6 enters place l10 with a characteristic
“{〈γi1,j1,k, δi1,j1,k〉, ..., 〈γir,jr,k, δir,jr,k〉}”, where the evaluations 〈γi1,j1,k, δi1,j1,k〉,
..., 〈γir,jr,k, δir,jr,k〉 are given by decision making tools τi1,j1 , ..., τir,jr , as determined
by criterion κ1.

In the last time-moment of the GN-working over current token π, token π′ from
place l18 splits to r equal tokens that enter those of places, which contain τ -tokens
(i.e., decision making tools) that participated in solving the problem, represented by π.
There, the tokens, generated by the token π′, unite with the concrete τ -tokens, adding
as a new characteristic of the τ -tokens the current number of the procedure, in which
the respective token participated.

Z5 = 〈{l10, l13}, {l11, l12, l13},
l11 l12 l13

l10 W10,11 W10,12 false
l13 false false true

〉,

where:

– W10,11 =“the current characteristic of the token κ2 is positive”,
– W10,12 = ¬W10,11, where ¬P is the negation of predicate P .

Token κ2, that has higher priority than π-tokens, first makes a loop within place
l13 and this action represents the process of checking whether the joint results of work
of the decision making tools that are necessary for solving problem π, are correct. As
we mentioned above, in the present research, we assume that each of these tools work
correctly, but there is no guarantee that a combination of all results continues to be
correct. So, token κ2 obtains as a current characteristic “evaluation of the joint results
of work of the decision making tools for solving problem π”.

When the current characteristic of the token κ2 is positive, the π-token from place
l10 enters place l11 with the characteristic “the concrete aggregation procedure for re-
sults of work of the decision making tools for solving problem π”.

In the opposite case, it enters place l12 without a new characteristic.

Z6 = 〈{l9, l11, l15}, {l14, l15},
l14 l15

l9 true false
l11 true false
l15 false true

〉.

Token κ3, that has higher priority than π-tokens, first makes a loop within place l15
and this action represents the process of aggregation of the experts’ or decision making
tools’s estimations for the current problem π.
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The π-tokens from places l9 or l11 enter place l14 with the characteristic “final
(aggregated) evaluation (solution) of problem π”.

Z7 = 〈{l14, l19}, {l16, l17, l18, l19},
l16 l17 l18 l19

l14 W14,16 W14,17 W14,18 false
l19 false false false true

〉,

where:

– W14,16 =W14,18 =“the current characteristic of the token κ4 is positive”,
– W14,17 = ¬W14,16.

Token κ4, that has higher priority than π-tokens, first makes a loop within place l19
and this action represents the process of check whether the final result for the current
problem π is correct or not. It obtains the characteristic “final evaluation (solution) of
current problem π”.

When the current characteristic of the token κ4 is positive, the π-token from place
l14 splits to two tokes π and π′ that enter places l16 and l18 with the characteristic “final
(correct) evaluation (solution) of problem π”.

When the current characteristic of the token κ4 is negative, the π-token from place
l14 enters place l17 to repeat the process of decision making. It obtains the characteristic
“list of new experts or decision making tools that can solve the problem”.

4 Conclusion

The so constructed GN-model can be used for simulation of different situations that can
arise in the process of decision making in a multiagent setting containing human and
computer based expert type decision making tools.
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Abstract. In this paper we analyze the benefits of incorporating interval-valued
fuzzy sets into Prolog systems. A syntax, semantics and implementation for this
extension is presented and formalized. The main application of our approach is
to show that fuzzy logic programming frameworks can work together with lexi-
cal resources and ontologies in order to improve their capabilities for knowledge
representation and reasoning.
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1 Introduction and motivation
Nowadays, lexical knowledge resources as well as ontologies of concepts are widely
employed for modelling domain independent knowledge [8, 9] and by automated rea-
soners [1]. This makes possible to add, more or less easily, general knowledge automat-
ically and independently of the designer into an approximate reasoning system.

Inside the frames of fuzzy logic programming [13, 12, 11, 6], we argue that lexical
reasoning also can be useful in order to make easier knowledge representation tasks.
Usually, this type of knowledge is expressed linguistically, which involves vagueness
and uncertainty and, for this reason, it is important to select the most appropriate tool
for modelling it. Fuzzy set theory (FS) is a good candidate, but it shows some particular
limitations for our aim: i) there is an additional uncertainty level because words mean
different things to different people; ii) it is difficult to accept that all individuals agree on
the same membership function associated to words; and, iii) there not exists an unique
and standard semantic measure, hence different metrics will provide different results.

In particular, in the field of fuzzy logic programming and fuzzy Prolog systems, little
attention has been paid to the impact of a high degree of uncertainty and vagueness of
lexical knowledge in the definition their knowledge bases and inference processes.

Example 1. Suppose that we extract from Internet two people’s opinions about a par-
ticular football player. The first one says “Ronaldo is a normal player” and the sec-
ond one says “Ronaldo is a bad player”. If we consider the label for qualifying the
highest quality (e.g., “excellent”) as a basic element, this lexical knowledge could be
modelled by using two annotated facts as “football player(Ronaldo,excellent):-0.8.”
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and “football player(Ronaldo,excellent):-0.6.”, respectively. In this case, we use “foot-
ball player(ronaldo,excelent):-0.6.” given the infimum is usually employed. However,
as it can be observed, we lost information using this approach.

Another problem appears when semantic measures are applied (in the sense of
WordNet Similarity [10]), since they are available different valid alternative models
and each of them have their advantages and disadvantages. For that reason, we propose
an alternative frame for modelling them in order to minimize loss of information.

Example 2. Suppose we have the fact “loves(a,b)” and we extract the closeness be-
tween “loves” and “desires” by using two different semantics measures obtaining 0.8
and 0.6. Therefore, in order to represent this semantic knowledge we could employ two
facts either “desires(a,b):-0.8” or “desires(a,b):-0.6”.

In order to address these limitations we propose to enrich fuzzy Prolog systems with
interval-valued fuzzy sets (IVFSs), since they allow us to model better than FS the un-
certainty associated to lexical knowledge. Several advantages are pointed out for deal-
ing with environments with high uncertainty or imprecision by using IVFSs [7]. Other
authors, from different areas, have shown that IVFSs can generate better results than
those obtained using FSs [2]. For instance, the facts of the Example 1 can be combined
into a single IVFS, obtaining a single fact “football player(ronaldo,excelent):-[0.6,0.8]”
or “desires(a,b):-[0.6,0.8]” in the Example 2.

2 Simple interval-valued fuzzy Prolog: Syntax,
semantics and implementation

The design of a programming language consists of three important steps. The first one
is the definition of the syntax. The second one consists in performing a formal study
of its semantics. Finally, an implementation for the system must be provided. We are
going to follow the guidelines established in [3] 3 (for the first and second steps) and
the guidelines detailed in [4] (for the third step) since it is an efficient and standard way
for implementing a Prolog system.

2.1 Approximate deductive reasoning

When we consider a collection of imprecise premises and a possible imprecise conclu-
sion inferred by them in a Prolog program, we are applying a process of approximate
deductive reasoning. Thus, assuming a propositional frame, an imprecise premise is a
fact qualified by a degree of truth; e.g. “John is tall with [0.2,0.5]” or, if we assume a
set-based frame, it denotes a degree of membership; i.e., “the membership of John to the
set of tall people is [0.2,0.5]”. It is worth noting that this degree is modelled by means
IVFSs (where [α, α] ∈ L([0, 1]) and α ≤ α; α is the lower bound and α the upper
one). The conclusion inferred from an imprecise premise must be also qualified by the
same type of degree; e.g. “John is a good player with [0.2,0.5]”. Therefore, approximate
deductive reasoning is based on multi-valued modus ponens [5]: if we have (Q,[α, α])
and (A ← Q,[β, β]) then we can deduce (A, T ([α, α], [β, β]]) with T a t-norm defined

3 We assume familiarity with the theory and practice of logic programming
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on the lattice L([0, 1]). In a Prolog context, only a set of clauses are employed in a
process of inference when a query is launched, this fact is very important because it
should be taken into account in order to define the declarative semantics. Given a set of
interval-valued fuzzy clauses employed in a refutation, we will take its least approxi-
mation degree (λ) by using a particular t-norm. This concept plays an important role in
our framework.
Example 3. Suppose the following interval-valued fuzzy programΠ = {C1:p(a) [0.5,0.8];
C2: q(a) [0.5,0.6]; C3:s(a) [0.1,0.1]; C4: r(X):- p(X), q(X). }. If the query “?.-r(X)” is
launched then the answer X=a with [0.5,0.6] is obtained by using a t-norm T , in this
case the minimum. Note that the third fact “s(a) [0.1,0.1]” is not employed in the pro-
cess of inference, hence the least approximation degree for the set of clauses C1, C2

and C4 by using the t-norm minimum is λ = T ([0.5, 0.6], [0.5, 0.8], [1, 1]) = [0.5, 0.6]
and the least approximation degree for the clause C3 is λ = [0.1, 0.1].
We denote this set of clauses as ΠT

λ (it is also an interval-valued fuzzy program) and it
provides us with a useful meaning about interval-valued fuzzy Prolog programs.

2.2 Syntax
An Interval-valued fuzzy program is basically formed by a classical logic program
and a set of IVFSs, which are used for annotating the facts by means of an interval-
valued fuzzy approximate degree: p(t1, . . . , tn)[α, α]. An interval-valued fuzzy fact
is a Horn clause of the form A[α, α] and an interval-valued fuzzy program is a fi-
nite set of interval-valued fuzzy facts and a set of interval-valued fuzzy clauses A ←
B1, . . . , Bn[β, β], where A is called the head, and B1, . . . , Bn denote a conjunction
which is called the body (variables in a clause are assumed to be universally quanti-
fied).

2.3 Declarative semantics
We are going to provide the semantics of the syntax presented in the previous section. In
our framework, truth is a matter of interval-valued degree [α, α] with 0 ≤ α ≤ α ≤ 1.
An interval-valued fuzzy Interpretation I is a pair 〈D,J 〉 where D is the domain of
the interpretation and J is a mapping which assigns meaning to the symbols of L:
specifically n-ary relation symbols are interpreted as mappings Dn −→ L([0, 1]). In
order to evaluate open formulas, we have to introduce the notion of variable assignment.
A variable assignment, ϑ, w.r.t. an interpretation I = 〈D,J 〉, is a mapping ϑ : V −→
D, from the set of variables V of L to the elements of the interpretation domainD. This
notion can be extended to the set of terms of L by structural induction as usual. The
following definition formalizes the notion of valuation of a formula in our framework.
Definition 1. Given an interval-valued fuzzy interpretation I and a variable assign-
ment ϑ in I, the valuation of a formula w.r.t. I and ϑ is:

1. I(p(t1, . . . , tn))[ϑ] = p̄(t1ϑ, . . . , tnϑ), where J (p) = p̄; ii) I(A1, . . . , An))[ϑ] =
T{I(A1)[ϑ], . . . , I(An)[ϑ]};

2. I(A← Q)[ϑ] = 1 if I(A) >= I(Q); I(A← Q)[ϑ] = I(A)[ϑ] if I(A) < I(Q);
3. I((∀x)C)[ϑ] = inf{I(C)[ϑ′] | ϑ′ x–equivalent to ϑ} where p is a predicate

symbol, A and Ai atomic formulas and Q any body, C any clause, T is any left-
continuous t-norm defined onL([0, 1]). An assignment ϑ′ is x–equivalent to ϑ when
zϑ′ = zϑ for all variables z 6= x in V .
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We perform the generalization of the notion of Herbrand interpretation to the interval-
valued fuzzy case.

Definition 2. Given, a first order language L, an interval-valued fuzzy Herbrand inter-
pretation for L is a mapping I : BL −→ L([0, 1]).

Next, we introduce the notion of Interval-valued Fuzzy Herbrand Model and the
logical consequence in our framework.

Definition 3. An Interval-valued fuzzy Herbrand Interpretation is a model of an interval-
valued fuzzy clause C[α, α] if and only if I(C) ≥ [α, α] and it is a model of an interval-
valued fuzzy program ΠT

λ if and only if I(C) is a model for each clause C[α, α] ∈ ΠT
λ .

Theorem 1. Let ΠT
λ be an Interval-valued fuzzy program and suppose ΠT

λ has a
model. Then ΠT

λ has a Herbrand model.

Definition 4. LetΠT
λ be an interval-valued fuzzy program. LetA be an interval-valued

fuzzy clause of ΠT
λ . Then A is a logical consequence of ΠT

λ if and only if for each
interval-valued fuzzy interpretation I , if I is a model for ΠT

λ then I is a model for A.

Proposition 1. A is a logical consequence of an interval-valued fuzzy program ΠT
λ if

and only if for every interval-valued fuzzy Herbrand interpretation I for ΠT
λ , if I is a

model for ΠT
λ , it is an interval-valued fuzzy Herbrand model for A

Interval-valued fuzzy interpretations have an important property which allow us to
characterize the semantics of an interval-valued fuzzy program ΠT

λ . We can employ T
in order to establish the least model of an interval-valued fuzzy program ΠT

λ .

Proposition 2. LetΠT
λ an interval-valued fuzzy program and T be a t-norm defined on

L([0, 1]). LetM1, ...,Mn be a non-empty set of model forΠT
λ . Then T (M1, ...,Mn) ≥

λ is a model for ΠT
λ .

Definition 5. Let ΠT
λ be an interval-valued fuzzy program and a t-norm T defined

on L([0, 1]). The least model for ΠT
λ employing T is defined as follows: MT

Π =
T{I(A) ≥ λ | A ∈ BL}

Note that,MT
Π is the intersection of all models for ΠT

λ by employing a particular
t-norm T . This distinction is necessary because in the implementation phase a t-norm
must be indicated before executing a program (t-norm minimum is usually employed
by default).

Theorem 2. Let ΠT
λ an interval-valued fuzzy program. LetMT

Π be the least model of
ΠT
λ employing T . Let A ∈ BL a ground atom of the interval-valued fuzzy Herbrand

base.MT
Π(A) ≥ λ if and only if A is logical consequence of ΠT

λ .

Note that, the operational semantics will compute the highest approximation degree
associated to all logical consequences obtained and it depends on the query launched
in the construction of the different programs ΠT

λ . For example, for the program of
Example 3 which was created by the query “r(X)” we obtain that (p(a), [0.25, 0.48])
is a logical consequence by using the t-norm product. Additionally, we also obtain that
(p(a)[0.5, 0.8]) is a logical consequence because the program ΠT

λ = { p(a) [0.5,0.8]
} is created by the query “p(X)”. We take (p(a)[0.5, 0.8]), that is, we are interested in
those logical consequences associated to queries.
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2.4 Operational semantics
We begin by providing definitions of an interval-valued SLD-derivation and an interval-
valued fuzzy SLD-refutation that will be used later for showing the soundness and the
completeness of the system.

Definition 6. Let G be ← A1, . . . , Am, . . . , Ak and C be either A[α, α] or A ←
B1, . . . , Bq . Then G′ is derived from G and C using mgu θ if the following condi-
tions hold (G’ is the interval-fuzzy resolvent of G and C): i) Am is an atom called the
selected atom in G; ii) θ is a mgu of Am and A; iii) G′ is the interval-valued fuzzy goal
← (A1, . . . , B1, . . . , Bq, , . . . , Ak)θ with [αG′ , αG′ ] = T ([αC , αC ], [αG, αG])

Definition 7. An interval-valued fuzzy SLD-derivation ofΠ∪G is a successful interval-
valued SLD-derivation of Π ∪ G which has the empty clause as the last goal in the
derivation. IfGn is the empty clause, we say that the derivation has length n. The empty
clause is derived from← (A1, . . . , Am, . . . , Ak)[αG, αG] andA(t1, . . . , tq)[αA, αA]←
with [αGn

, αGn
] = T ([αA, αA], [αG, αG])

Definition 8. Let Π be an interval-valued fuzzy program and G be an interval-valued
fuzzy goal. An interval-valued fuzzy computed answer 〈θ, [β, β]〉 for Π ∪G is the sub-
stitution obtained by restricting the composition θ1, . . . , θn to the variables ofG, where
θ1, . . . , θn is the sequence of mgu’s employed in the finite interval-valued fuzzy SLD-
derivation of Π ∪G with an interval-valued approximation degree [β, β]

Definition 9. LetΠ be an interval-valued fuzzy program,G be an interval-valued fuzzy
goal← (A1, . . . , Ak) and 〈θ, [β, β]〉 be an answer for Π ∪G. We say that 〈θ, [β, β]〉 is
an interval-valued fuzzy correct answer if ∀(A1, . . . , Ak)θ is a logical consequence of
Π .

3 Implementation

In this section, we briefly explain the incorporation of interval-valued fuzzy sets into the
Bousi˜Prolog system (a beta version of this incorporation can be founded at the URL:
http://www.face.ubiobio.cl/˜clrubio/bousiTools/). We present the
structure and main features of its abstract machine. It is an extension of the SWAM
(Similarity Warren Abstract Machine) which was created for the execution of Bousi
Prolog programs. We have appropriately modified some machine instructions and
SWAM structures to carry out the interval-valued fuzzy resolution. It is important to
note that, to the best of our knowledge, this is the first WAM implementation that sup-
ports interval-valued fuzzy resolution.

Example 4. Suppose the interval-valued fuzzy Prolog program P={coordinate(a)[0.2,0.4];
fast(a)[0.9,1.0]; tall(a)[0.8,0.9]; good player(X):-tall(X), fast(X), coordinate(X)}. The
SWAM generated for this program is:
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00:good_player:trust_me [1.0,1.0] 11:coordinate:trust_me [0.2,0.4]
01: allocate 12: get_constant a A0
02: get_variable Y0 A0 13: proceed
03: put_value Y0 A0 14: fast: trust_me [0.9,1.0]
04: call coordinate (11) 15: get_constant a A0
05: put_value Y0 A0 16: proceed
06: call fast (14) 17:tall: trust_me [0.8,0.9]
07: put_value Y0 A0 18: get_constant a A0
08: call tall (17) 19: proceed
09: deallocate
10: proceed

The SWAM allows to obtain the answer: “X=a with [0.2,0.4]”.

4 Conclusions and future work
We have formally defined and efficiently implemented a simple interval-valued fuzzy
programming language using interval-valued fuzzy sets for modelling the uncertainty
and imprecision of the knowledge associated to lexical resources. As future work we
propose to extend our language and to provide results of soundness and completeness.
Additionally, we want to develop a fully integrated framework in which interval-valued
fuzzy sets and interval-valued fuzzy relations can be combined in a same framework.
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Multi-adjoint Frameworks,
towards a More Flexible Formal World
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Abstract

Multi-adjoint logic programming [10–12], multi-adjoint fuzzy rough sets [1], multi-
adjoint concept lattices [6–9], multi-adjoint fuzzy relation equations [2–5], etc. These
are different frameworks in which the common factor is the multi-adjoint philosophy.
This is based on the consideration of an general algebraic structure, called multi-adjoint
lattices or algebras, in which the adjoint triples are the underline operators, and the
possibility of considering different adjoint triples at the same time.

These operators are defined on general posets or lattices, depend on the specific con-
sidered framework, and they do not need to be commutative and/or associative. These
general properties together with the consideration of several adjoint triples provides an
extra level of flexibility in the framework in which this structure is considered.

This work will present the multi-adjoint algebras, introduce diverse examples, ana-
lyze the main features and properties in the main frameworks in which they have been
considered and show the first demo of a software which involves different of these
frameworks.
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Abstract. This paper introduces a first relation between multi-adjoint formal and
object-oriented concept lattices, which is focused on a characterization of the
irreducible elements of a multi-adjoint object-oriented concept lattice by the one
given in the multi-adjoint concept lattice framework.

Keywords: formal concept analysis, multi-adjoint object-oriented concept lat-
tice, irreducible element.

1 Introduction

Formal concept analysis (FCA) and rough set theory are two interesting tools for data
analysis. FCA is used to extract information from databases transforming the informa-
tion contained in a database into a mathematical structure called concept lattice. These
databases contain a set of attributes A and a set of objects B related between them by
means of a relationR ⊆ A×B, from which we obtain pieces of information called con-
cepts. Establishing a hierarchy among these concepts, we obtain the algebraic structure
of a concept lattice from which we can develop the data analysis. This mathematical
theory has become a very attractive research topic from both theoretical [15] and ap-
plied perspectives [1, 5–8, 14], due to the large number of possible applications. A new
general approach to FCA, using the philosophy of the multi-adjoint framework was
presented in [11, 12].

Rough set theory was introduced by Pawlak [13], as an approach for dealing with
the problem of how to understand and handle imperfect knowledge or information in
uncertain conditions. Because of its many practical applications, many researches have
contributed to develop this theory. Hence, after its introduction, in order to consider two
different sets (the set of objects and the set of attributes) two extensions of this theory
were introduced, property-oriented concept lattice [2] and object-oriented concept lat-
tices [16]. In [9] a generalisation of the classical property and object-oriented concept
lattices considering the multi-adjoint paradigm was introduced.

On the other hand, databases usually contain a large number of attributes. Hence,
attribute reduction plays an important role on the reduction of the computational com-
plexity to build the concept lattices, in all these frameworks. In [10] the relation among
? Partially supported by the Spanish Economy and Competitiveness Ministry (MINECO) project
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attribute reduction in formal, object-oriented and property-oriented concept lattices in
the classical case was presented. In this paper, in the fuzzy case, a characterization of
the join irreducible (∨-irreducible) elements of a multi-adjoint object-oriented concept
lattice, which is an essential part in order to provide an attribute reduction mechanism,
is introduced and how it can be proved from the corresponding characterization of the
meet irreducible (∧-irreducible) elements of a multi-adjoint concept lattice [4].

2 Preliminary notions

In this section, we briefly introduce some preliminary necessary notions and results
to understand this work. Due to lack of space, we assume that the reader is familiar
with the main concepts concerning the three frameworks considered in this paper. More
information about these notions can be found in [4, 9].

When we work FCA in a multi-adjoint environment, we need to fix a multi-adjoint
frame (L1, L2, P,&1, . . . ,&n) where (&i,↙i,↖i) is an adjoint triple with respect to
L1, L2 and P , for all i ∈ {1, . . . , n}. In addition, in the multi-adjoint object-oriented
concept lattice environment, the considered multi-adjoint object-oriented frame is
(L1, L2, P,&1, . . . ,&n) where the family of adjoint triples (&i,↙i,↖i) is defined
on the carriers L1, P and L2. In a similar way, for the property-oriented concept lat-
tice environment, the multi-adjoint property-oriented frame (L1, L2, P,&1, . . . ,&n) is
composed by a family of adjoint triples (&i,↙i,↖i) with respect to P,L2, L1. In all
these frameworks, (L1,≤1), (L2,≤2) and (P,≤) are two complete lattices and a poset,
respectively.

In addition, for each environment we need to fix a context (A,B,R, σ) such that A
and B are sets of attributes and objects, respectively, R is a P -fuzzy relation R : A ×
B → P and σ is a mapping which associates any element inA×B with some particular
adjoint triple of the corresponding framework.

We will write LB2 and LA1 to represent the set of mappings g : B → L2, f : A →
L1, respectively. Taking into account these mappings we define the concept-forming
operators for the different frameworks as follows:

– In the multi-adjoint framework1

g↑σ (a) = inf{R(a, b)↙σ(a,b) g(b) | b ∈ B} (1)
f↓

σ

(b) = inf{R(a, b)↖σ(a,b) f(a) | a ∈ A} (2)

– In the multi-adjoint object-oriented framework

g↑N (a) = inf{g(b)↙b R(a, b) | b ∈ B} (3)
f↓

π

(b) = sup{f(a)&bR(a, b) | a ∈ A} (4)

– In the multi-adjoint property-oriented framework

g↑π (a) = sup{R(a, b)&b g(b) | b ∈ B} (5)

f↓
N

(b) = inf{f(a)↖b R(a, b) | a ∈ A} (6)
1 In this paper, in order to simplify the notation, we will write ↑ and ↓ instead of ↑σ and ↓σ ,

respectively.
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It is worth highlighting that the pair (↑, ↓) is a antitone Galois connection, while the
pairs (↑N , ↓

π

) and (↑π , ↓
N

) are isotone Galois connections. The multi-adjoint concept
lattice will be denotes as (M,�), the multi-adjoint object-oriented concept lattice as
(MNπ,�) and the multi-adjoint property-oriented concept lattice as (MπN ,�).

In this work, we will give a characterization of the irreducible element of (MNπ,�)
following the idea presented in [4]. In order to recall the characterization of the ∧-
irreducible elements of a multi-adjoint concept lattice (M,�), we introduce the fol-
lowing definition and result [3, 4].

Definition 1. For each a ∈ A, the fuzzy subsets of attributes φa,x ∈ LA1 defined, for all
x ∈ L1, as

φa,x(a
′) =

{
x if a′ = a
⊥1 if a′ 6= a

will be called fuzzy-attributes, where ⊥1 is the minimum element in L1. The set of all
fuzzy-attributes will be denoted as Φ = {φa,x | a ∈ A, x ∈ L1}.

Theorem 1 ([4]). The set of ∧-irreducible elements of M, MF (A), is formed by the
pairs 〈φ↓a,x, φ↓↑a,x〉 inM, with a ∈ A and x ∈ L1, such that

φ↓a,x 6=
∧
{φ↓ai,xi | φai,xi ∈ Φ, φ

↓
a,x ≺2 φ

↓
ai,xi}

and φ↓a,x 6= g>2
, where >2 is the maximum element in L2 and g>2

: B → L2 is the
fuzzy subset defined as g>2

(b) = >2, for all b ∈ B.

The following result shows the effect of exchanging the order on the posets by
the opposite one. This result has been very useful to prove the characterization of the
irreducible elements of (MNπ,�).

Lemma 1 ([9]). Given the posets (P1,≤1), (P2,≤2), (P3,≤3) and an adjoint triple
(&,↙,↖) with respect them, we obtain that:

1. (&op,↖,↙) is an adjoint triple with respect to P2, P1, P3.
2. (↙,&,↖op) is an adjoint triple with respect to P ∂3 , P2, P ∂1 .
3. (↖,&op,↙op) is an adjoint triple with respect to P ∂3 , P1, P ∂2 .
4. (↖op,↙op,&op) is an adjoint triple with respect to P1, P ∂3 , P ∂2 .

Considering a multi-adjoint object-oriented frame (L1, L2, P,&1, . . . ,&n) and a
context (A,B,R, σ). If we consider (L1,�1), (L2,�op2 ) and (P,≤op) instead of (L1,�1

), (L2,�2) and (P,≤), the pairs (↑N , ↓
π

) and (↑, ↓), defined in the multi-adjoint object-
oriented frame (L1, L2, P,�1,�2,≤,&1, . . . ,&n) and in the multi-adjoint frame (L1, L2, P,�1

,�op2 ,≤op,↖1,op, . . . ,↖n,op) respectively, coincide.

Lemma 2. If we consider the posets (L1,�1), (L2,�op2 ) and (P,≤op) instead of (L1,�1

), (L2,�2) and (P,≤), then we obtain that the pair (↑N , ↓
π

) is equal to the pair (↑, ↓)
given in Equations (1) and (2).
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3 Relating multi-adjoint formal and object-oriented
concept lattices

In this section, considering the previous results and comments, a characterization of
the set of ∨-irreducible elements of a multi-adjoint object-oriented concept lattice is
introduced. Beside this interesting property, in a similar way, the results given in [4],
can be translate to the object-oriented framework and, analogously, to the property-
oriented concept lattice as well. Due to the lack of space they will be present in future
extensions of this work.

From now on, a multi-adjoint object-oriented frame (L1, L2, P,&1, . . . ,&n) and a
context (A,B,R, σ) will be fixed.

From Theorem 1, the characterization of the set of∨-irreducible elements of a multi-
adjoint object-oriented concept lattice is given below.

Proposition 1. Let (A,B.R, σ) be a formal context and a multi-adjoint object-oriented
frame (L1, L2, P,&1, . . . ,&n). The set of∨-irreducible elements ofMNπ , Jo(A,B,R, σ),
is:{
〈φ↓

π

a,x, φ
↓π↑N
a,x 〉 | φ↓

π

a,x 6=
∨
{φ↓

π

ai,xi | φai,xi ∈ Φ, φ
↓π
ai,xi ≺2 φ

↓π
a,x} and φ↓

π

a,x 6= g⊥

}
where ⊥ is the minimum element in L2 and g⊥ : B → L2 is the fuzzy subset defined as
g⊥(b) = ⊥, for all b ∈ B.

The demonstration of the previous result can be developed in a similar way to the
one given in [4]. Whereas, this proof can be straightforwardly obtained from the fact
that if (&i,↙i,↖i) are adjoint triples defined on the carriers L1, P and L2 in the multi-
adjoint object-oriented frame, then (↖i,op,↙i,op,&

op
i ) are adjoint triples with respect

to (L1,�1), (L2,�∂2 ) and (P,≤∂) in the multi-adjoint frame, by Lemma 1. Therefore,
we are considering the dual ordering on the lattice L2 and, as a consequence, the infima
turn into suprema.

Example 1. Let (L,�, L,�, L,�,&∗G) be a multi-adjoint object-oriented frame, where
L = [0, 1]2 is the regular partitions of [0, 1] in 2 pieces, and &∗G is the discretization
of the Gödel conjunctor defined on L × L. We consider a context (A,B,R, σ), where
A = {a1, a2, a3}, B = {b1, b2}, R : A×B → L is given by the table shown in the left
side of Figure 1 and σ is constantly &∗G.

The multi-adjoint object-oriented concept lattice (MNπ,�), associated with the
considered framework and context is composed by the following 6 concepts:

C0 = 〈{0/b1, 0/b2}, {0/a1, 0/a2, 0/a3}〉
C1 = 〈{0/b1, 0.5/b2}, {0/a1, 1.0/a2, 0/a3}〉
C2 = 〈{0.5/b1, 0/b2}, {0.5/a1, 0/a2, 1.0/a3}〉
C3 = 〈{0.5/b1, 0.5/b2}, {0.5/a1, 1.0/a2, 1.0/a3}〉
C4 = 〈{1.0/b1, 0.5/b2}, {1.0/a1, 1.0/a2, 1.0/a3}〉
C5 = 〈{1.0/b1, 0/b2}, {1.0/a1, 0/a2, 1.0/a3}〉

In this case, analyzing the fuzzy-attributes, we can see that 〈φ↓
π

a,0.0, φ
↓π↑N
a,0.0 〉 = C0,

for all a ∈ A, and 〈φ↓
π

a1,0.5
, φ↓

π↑N
a1,0.5

〉 is also C0. From the rest of the fuzzy-attributes we
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R a1 a2 a3

b1 1 0 0.5

b2 0 0.5 0

Fig. 1. Relation R (left side) and Hasse diagram of (MNπ,�) (right side) of Example 1.

obtain the following concepts:

〈φ↓
π

a1,1.0
, φ↓

π↑N
a1,1.0

〉 = C5

〈φ↓
π

a2,0.5
, φ↓

π↑N
a2,0.5

〉 = 〈φ↓
π

a2,1.0
, φ↓

π↑N
a2,1.0

〉 = C1

〈φ↓
π

a3,0.5
, φ↓

π↑N
a3,0.5

〉 = 〈φ↓
π

a3,1.0
, φ↓

π↑N
a3,1.0

〉 = C2

Therefore, the concepts C0, C1, C2 and C5 are related to the fuzzy-attributes. From the
Hasse diagram we can observe that the set of ∨-irreducible elements of multi-adjoint
object-oriented concept lattice (MNπ,�) is formed by the concepts:

Jo(A,B,R, σ) = {C1, C2, C5}

In addition, we can assert that all these concepts satisfy the conditions of the Proposi-
tion 1. For example, if we consider the concept C5 = 〈φ↓

π

a1,1.0
, φ↓

π↑N
a1,1.0

〉, we can easily
see that the extension of this element can not be expressed as supremum of elements:
φ↓

π

aj ,xj ∈ Φ, such that φ↓
π

aj ,xj ≺2 φ
↓π
a1,1.0

; in addition φ↓
π

a1,1.0
6= g⊥. Consequently, the

concept C5 is a ∨-irreducible element. In the same situation we find the concepts C1

and C2.
In a similar way, a similar result can be proven for the multi-adjoint property-

oriented concept lattice framework. It will be presented in future extensions of this
work.

4 Conclusions and further works

In this paper, we have considered the relationship between formal concept analysis
and rough set theory, in order to present a characterization of the irreducible elements
in multi-adjoint object-oriented concept lattices. As it was shown in [4], this charac-
terization plays an important role in the study of attribute reduction in multi-adjoint
object-oriented concept lattices.

As future work, we will continue studying more properties in order to obtain algo-
rithms which will allow us to reduce the set of attributes in multi-adjoint object-oriented
and property-oriented concept lattices.
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Abstract

Fuzzy relation equations, introduced by E. Sanchez in the seventies [11], is an impor-
tant tool for managing and modeling uncertain or imprecise datasets, which has useful
applied to, e.g. approximate reasoning, time series forecast, decision making, fuzzy
control, etc. Different results and properties have been studied from its introduction
[1, 3, 5].

One of the most important task in this area is the computation of the minimal solu-
tions of a solvable fuzzy relation equation [2, 4, 10, 12, 13, 15–17]. However, restrictive
frameworks have been considered in order to solve this important challenge.

The study of characterizations and mechanisms in order to compute the solution set
and the minimal solutions, when they exist, is one of our main goals in the last years.
See, for example, the recent papers [7, 6, 9].

This paper is a continuation of our last contribution [9] focuses on presenting a new
procedure in order to obtain the minimal solutions of this fuzzy relation equation.

The considered general algebraic structure is given by a complete linear lattice L,≤
in which a residuated operator � : L× L→ L is defined satisfying that it is order pre-
serving in both arguments and there exists another operator→ : L×L→ L, satisfying
the following adjoint property with the conjunctor �

x� y � z if and only if y � x→ z (1)

for each x, y, z ∈ L. This property is equivalent to say that � preserves supremums in
the second argument; x�

∨
{y | y ∈ Y } =

∨
{x� y | y ∈ Y }, for all Y ⊆ L.

From this operator and the sets U , V and W , the following composition of the
matrices R : U × V → L and X : V ×W → L is introduced

(R ◦X)〈u,w〉 =
∨
{R〈u, v〉 �X〈v, w〉 | v ∈ V }.

which leads to define the general fuzzy relation equation:

R ◦X = T, (2)

where R : U × V → L, T : U × W → L are given finite L-fuzzy relations and
X : V ×W → L is unknown;
? Partially supported by the Spanish Economy and Competitiveness Ministry (MINECO) project
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This fuzzy relation equation has a solution if and only if

(R⇒ T )〈v, w〉 =
∧
{R〈u, v〉 → T 〈u,w〉 | u ∈ U}

is a solution and, in that case, it is the greatest solution, see [8, 11, 14]. Moreover, the
minimal solutions, when they exist, were studied in [9].

This paper introduces a further step presenting a new mechanism based on the no-
tions of disjunctive and conjunctive normal form of a formula in the sense of classical
logic and it is an alternative procedure to the one obtained in [9].

The procedure is illustrated in the following example. More details will be given
during the conference and in future extensions.

Example 1. In this example we will consider the standard MV–algebra, that is,
L = [0, 1] is the unit interval, � : L × L → L is the Łukasiewicz operator defined
by x� y = max{0, x+ y− 1} and→ : L×L→ L its residuated implication, defined
by y → z = min{1, 1− y + z}, for all x, y, z ∈ [0, 1].

Let U = {u1, u2, u3}, V = {v1, v2, v3}, W = {w1, w2, w3} and the fuzzy relation
equations defined from the following tables

R v1 v2 v3
u1 0.9 0.5 0.9
u2 0.2 0.9 0.7
u3 0.8 0.6 0.9

and

T w1 w2 w3

u1 0.8 0.4 0.7
u2 0.6 0.7 0.3
u3 0.8 0.4 0.6

Once we have checked that R ◦ (R ⇒ T ) = T , we can ensure that the equation
R ◦ X = T is solvable and its greatest solution is R ⇒ T , which is expanded in the
following table

R⇒ T w1 w2 w3

v1 0.9 0.5 0.8
v2 0.7 0.8 0.4
v3 0.9 0.5 0.6

For the first position ((u1, w1)) we have that

R〈u1, v1〉 � (R⇒ T )〈v1, w1〉 = 0.8
R〈u1, v2〉 � (R⇒ T )〈v2, w1〉 = 0.2
R〈u1, v3〉 � (R⇒ T )〈v3, w1〉 = 0.8

Therefore, Vu1w1
= {v1, v3} and we obtain the set Zu1w1

= {(v1, 0.9), (v3, 0.9)}.
Following a similar procedure in positions ((u2, w1)) and ((u3, w1)), we obtain

Zu2w1
= {(v2, 0.7), (v3, 0.9)} and Zu3w1

= {(v3, 0.9)}.
From these sets we consider the CNF formula:

f = ((v1, 0.9) ∨ (v3, 0.9)) ∧ ((v2, 0.7) ∨ (v3, 0.9)) ∧
(v3, 0.9)

the reduced DNF of the formula f is computed:

f = ((v1, 0.9) ∧ (v2, 0.7) ∧ (v3, 0.9)) ∨ ((v1, 0.9) ∧
(v3, 0.9)) ∨ ((v2, 0.7) ∧ (v3, 0.9)) ∨ (v3, 0.9)
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The following fuzzy sets arise from the obtained reduced DNF

X1
w1

=

0.9
0.7
0.9

, X2
w1

=

0.9
0
0.9

, X3
w1

=

 0
0.7
0.9

, X4
w1

=

 0
0
0.9

,

and we can ensure that

Xw1 =

 0
0
0.9


is the only minimal element of {X1

w1
, X2

w1
, X3

w1
, X4

w1
}.

This procedure is repeated to the other two columns. From the second column of
R⇒ T , we obtain the fuzzy sets

X1
w2

=

0.5
0.8
0

 , X2
w2

=

0.5
0.8
0.5

 , X3
w2

=

 0
0.8
0.5



Hence, the only minimal elements of {X1
w2

, X2
w2

, X3
w2
} are

 0
0.8
0.5

 ,

0.5
0.8
0

.

According to the third column of R⇒ T , we obtain the solutions

X1
w3

=

0.8
0.4
0

 , X2
w3

=

0.8
0
0.6


which are both the unique minimal elements of {X1

w3
, X2

w3
}.

Thus, we finally obtain four minimal solutions of Equation (2), which are detailed
below.

X1 w1 w2 w3

v1 0 0 0.8
v2 0 0.8 0.4
v3 0.9 0.5 0

X2 w1 w2 w3

v1 0 0 0.8
v2 0 0.8 0
v3 0.9 0.5 0.6

X3 w1 w2 w3

v1 0 0.5 0.8
v2 0 0.8 0.4
v3 0.9 0 0

X4 w1 w2 w3

v1 0 0.5 0.8
v2 0 0.8 0
v3 0.9 0 0.6
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Abstract. In this paper we show that all fuzzy matrices with entries in a com-
plete residuated lattice possess the greatest generalized inverses of certain types,
and we determine criteria for the existence of the greatest generalized inverses
of other types. Moreover, we provide an iterative method for computing these
greatest generalized inverses, which terminates in a finite number of steps, for
example, for all fuzzy matrices with entries in a complete Heyting algebra.

1 Introduction and preliminaries

It is well-known that all systems composed of Moore-Penrose equations are solvable
for matrices over a field of complex numbers. This implies the existence of all types of
generalized inverses defined by these systems, such as the g-inverse, outer inverse, re-
flexive g-inverse, last-squares g-inverse, minimum-norm g-inverse, and Moore-Penrose
inverse. Although the group inverse does not necessarily exist, the Drazin inverse al-
ways exists. However, the situation is completely different when the generalized in-
verses are considered in the context of semigroups, the most general context in which
they are studied. None of these types of generalized inverses does not necessarily exist
in a semigroup, or an involutive semigroup.

The aim of this paper is to show that fuzzy matrices, with entries in an arbitrary
complete residuated lattice, are somewhere between. It is easy to see that fuzzy matri-
ces always possess certain types of generalized inverses, such as generalized inverses
defined by the equation (2), or those defined by some of the equations (3), (4) and (5)
given below. For example, the zero matrix is always such a generalized inverse. How-
ever, we will show that fuzzy matrices also have other inverses of these types, and in
particular, we show that they possess the greatest such inverses. The equation (1) be-
haves differently than others, and those types of generalized inverses whose definitions
include this equation do not necessarily exist. Here we determine criteria for the exis-
tence of these types of generalized inverse, including the criteria for the existence of
all previously listed important types of generalized inverses. In addition, we provide
methods for computing the greatest inverses of these types. The method is iterative and
does not necessarily terminate in a finite number of steps for every fuzzy matrix, but
it terminates, for example, for all fuzzy matrices with entries in a complete Heyting
algebra.

L. Kóczy, J. Medina (Eds): ESCIM 2016. ISBN 978-84-617-5119-8 108



Notice that various types of generalized inverses of fuzzy matrices, mainly those
with entries in Heyting algebras, the Gödel structure and Boolean matrices, have been
studied in [1–7, 10], but here we use an original approach, different than the approaches
that were used in the mentioned papers.

Throughout this paper, N will denote the set of all natural numbers, and for any
n ∈ N we write [1, n] = {k ∈ N | 1 6 k 6 n}.

A residuated lattice is an algebra L = (L,∧,∨,⊗,→, 0, 1) such that

(L1) (L,∧,∨, 0, 1) is a lattice with the least element 0 and the greatest element 1,
(L2) (L,⊗, 1) is a commutative monoid with the unit 1,
(L3) ⊗ and→ satisfy the residuation property: for all x, y, z ∈ L,

x⊗ y 6 z ⇔ x 6 y → z.

If, additionally, (L,∧,∨, 0, 1) is a complete lattice, then L is called a complete residu-
ated lattice. A (complete) residuated lattice in which the operations ⊗ and ∧ coincide
is called a (complete) Heyting algebra.

Other important special cases of complete residuated lattices, defined on the real
unit interval [0, 1] with x∧ y = min(x, y) and x∨ y = max(x, y), are the Łukasiewicz
structure (x ⊗ y = max(x + y − 1, 0), x → y = min(1 − x + y, 1)), and the Gödel
structure (x⊗ y = min(x, y), x→ y = 1 if x 6 y and = y otherwise).

For a complete residuated lattice L and n ∈ N, the set of all n × n matrices with
entries in L will be denoted by Ln×n. Such matrices will be called fuzzy matrices. For
a fuzzy matrix A ∈ Ln×n and i, j ∈ [1, n], the (i, j)-entry of A will be denoted by
A(i, j). Fuzzy matrices will be ordered coordinatewise: for A,B ∈ Ln×n, A 6 B if
and only if A(i, j) 6 B(i, j), for all i, j ∈ [1, n]. Endowed with this ordering, Ln×n

forms a complete lattice in which the meet
∧

i∈I Ai and the join
∨

i∈I Ai of a family
{Ai}i∈I of fuzzy matrices are defined by(∧

i∈I
Ai

)
(i, j) =

∧
i∈I

Ai(i, j),
(∨
i∈I

Ai

)
(i, j) =

∨
i∈I

Ai(i, j).

for all i, j ∈ [1, n]. For A ∈ Ln×n, the set (A] = {X ∈ Ln×n |X 6 A} will be called
the down set determined by A. The product of two fuzzy matrices A,B ∈ Ln×n is a
fuzzy matrix AB ∈ Ln×n defined by

AB (i, j) =

n∨
k=1

A(i, k)⊗B(k, j),

for all i, j ∈ [1, n]. For fuzzy matrices A,B ∈ Ln×n, the right residual of B by A,
denoted by A\B, and the left residual of B by A, denoted by B/A, are fuzzy matrices
in Ln×n defined by

(A\B)(i, j) =

n∧
k=1

A(k, i)→ B(k, j), (B/A)(i, j) =

n∧
k=1

A(j, k)→ B(i, k),

for all i, j ∈ [1, n]. It is easy to check that the following residuation property holds:

AB 6 C ⇔ A 6 C/B ⇔ B 6 A\C,

109



for arbitrary fuzzy matrices A,B,C ∈ Ln×n.
The transpose of a fuzzy matrix A ∈ Ln×n is denoted by A∗.

2 The main results

Let us consider the equations

(1) AXA = A,
(2) XAX = X ,
(3) (AX)∗ = AX ,
(4) (XA)∗ = XA,
(5) AX = XA,

where A ∈ Ln×n is a given fuzzy matrix and X is an unknown fuzzy matrix taking
values in Ln×n. For any γ ⊆ {1, 2, 3, 4, 5}, the system consisting of the equations (i),
for i ∈ γ, is denoted by (γ), and solutions to (γ) are called γ-inverses of A. The set of
all γ-inverses of A will be denoted by Aγ.

Commonly, a {1}-inverse is called a g-inverse (abbreviation for “generalized in-
verse”) or an inner inverse, a {2}-inverse is called an outer inverse, a {1, 2}-inverse
is called a reflexive g-inverse or a Thierrin-Vagner inverse, a {1, 3}-inverse is known
as a last-squares g-inverse, a {1, 4}-inverse is known as a minimum-norm g-inverse, a
{1, 2, 3, 4}-inverse is known as a Moore-Penrose inverse or shortly a MP-inverse of A,
and a {1, 2, 5}-inverse is known as a group inverse of A. If A has at least one γ-inverse,
then it is said to be γ-invertible. In particular, an element having the MP-inverse is
called MP-invertible. It is worth noting that an element having a {1}-inverse is called a
regular element.

If they exist, the Moore-Penrose inverse and the group inverse of a matrix A are
unique, and they are denoted respectively by A† and A].

It is easy to see that the zero matrix (matrix whose all entries are equal to 0) is a
solution to equations (2), (3), (4) and (5), as well as to any system composed of some of
these equations. However, we will show that these equations and related systems also
have the greatest solutions, for an arbitrary fuzzy matrix A.

Theorem 1. Let A ∈ Ln×n be an arbitrary fuzzy matrix. Then the following is true

(a) the matrix A has the greatest {2}-inverse;
(b) the matrix A has the greatest γ-inverse, for each γ ⊆ {3, 4, 5}.

Proof. (a) Let φ : Ln×n → Ln×n be a mapping defined by φ(X) = XAX , for every
X ∈ Ln×n. Then φ is an isotone mapping and the set of {2}-inverses of A is equal
to the set of fixed points of φ. Since Ln×n is a complete lattice, by the Knaster-Tarski
theorem (Theorem 12.2 [8]) we obtain that there exists the greatest fixed point of φ, i.e.,
the greatest {2}-inverse of A.

(b) We will prove the existence of the greatest {3, 4, 5}-inverse. All other cases can
be proved in the same way.
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It is clear that (AX)∗ = AX if and only if AX 6 (AX)∗, which is equiv-
alent to X 6 A\(AX)∗. Similarly we show that (XA)∗ = XA is equivalent to
X 6 (XA)∗/A.

On the other hand, the equation (5) is equivalent to the system of inequalitiesAX 6
XA and XA 6 AX , which are equivalent to X 6 A\(XA) and X 6 (AX)/A.

Therefore, the system consisting of equations (3), (4) and (5) is equivalent to the
system of inequalities

X 6 A\(AX)∗, X 6 (XA)∗/A, X 6 A\(XA), X 6 (AX)/A,

which is equivalent to the single inequality

X 6 A\(AX)∗ ∧ (XA)∗/A ∧A\(XA) ∧ (AX)/A.

Define now a mapping φ : Ln×n → Ln×n by

φ(X) = A\(AX)∗ ∧ (XA)∗/A ∧A\(XA) ∧ (AX)/A.

Then φ is an isotone mapping and the set of all {3, 4, 5}-inverses of A is the set of
all post-fixed points of φ, and again by the Knaster-Tarski theorem we obtain that there
exists the greatest post-fixed point of φ, i.e., there exists the greatest {3, 4, 5}-inverse
of A. ut

Let us note that, by the Knaster-Tarski theorem, the greatest fixed point of the func-
tion φ defined in the proof (a) is also the greatest post-fixed point of this function.
Consequently, the previous theorem also provides a method for computing the greatest
{2}-inverse or the greatest γ-inverse, for γ ⊆ {3, 4, 5}, based on the Kleene’s method
for computing the greatest post-fixed point of an isotone mapping on a complete lattice.
Namely, for any isotone mapping φ of Ln×n into itself we define a sequence {Xk}k∈N
of matrices inductively, as follows:

X1 = φ(1), Xk+1 = φ(Xk), for each k ∈ N,

where 1 is the matrix whose all entries are 1 (the greatest matrix in Ln×n). If there
exists k ∈ N such that Xk = Xk+1, then Xk = Xk+m, for each m ∈ N, and Xk is the
greatest post-fixed point of φ. In particular, this will happen whenever φ is defined as
in the proof of (a) of Theorem 1 and L is a complete Heyting algebra, Łukasiewicz or
Gödel structure. This will also happen whenever φ is defined as in the proof of (b) and
L is the Gödel structure.

Next we aim our attention to the equation (1). For the sake of convenience, set
A� = (A\A)/A = A\(A/A).

Theorem 2. A fuzzy matrix A ∈ Ln×n is {1}-invertible if and only if A� ∈ A{1}.
If this is the case, A� is the greatest {1}-inverse and A�AA� is the greatest {1, 2}-

inverse of A.

Proof. Clearly, if A� ∈ A{1}, then A is {1}-invertible. Conversely, if A is {1}-inver-
tible andB ∈ A{1}, thenB is a solution to the the inequalityAXA 6 A. According to
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the residuation property, A� is the greatest solution to this inequality, whence B 6 A�.
Now, A = ABA 6 AA�A, and thus, A� is the gratest {1}-inverse of A.

It is easy to check that A�AA� is a {1, 2}-inverse of A, and if B is an arbitrary
{1, 2}-inverse of A, then it is a {1}-inverse of A, whence B 6 A�, and thus, B =
BAB 6 A�AA�. Therefore, A�AA� is the greatest {1, 2}-inverse of A. ut

For Boolean matrices, a similar characterization of {1}-inverses and {1, 2}-inverses
can be derived from a theorem proved by B. M. Schein in [9] which concerns Boolean-
valued relations. It is interesting to note that for a Boolean matrix A the matrix A� can
be represented by A� = (A∗AcA∗)c, where Ac is a matrix obtained from A replacing
every entry in A by its complement in the two-element Boolean algebra (replacing 1 by
0 and 0 by 1).

Theorem 3. Let γ ⊆ {3, 4, 5}, γ1 = γ ∪{1} and γ1,2 = γ ∪{1, 2}, and let A ∈ Ln×n

be an arbitrary fuzzy matrix. Then the following is true:

(a) There exists the greatest γ-inverse G of A in the down-set (A�];
(b) If A 6 AGA, then G is the greatest γ1-inverse and GAG is the greatest γ1,2-

inverse of A;
(c) If A 6 AGA does not hold, then A does not have any γ1-inverse nor γ1,2-inverse.

Proof. (a) We will prove that there exists the greatest {3, 4, 5}-inverse G in (A�]. All
other cases can be proved in the same way.

According to Theorem 1, a matrix B ∈ Lm×n is a solution to the system consisting
of equations (3), (4) and (5) and B 6 A� if and only if

B 6 A\(AB)∗ ∧ (BA)∗/A ∧A\(BA) ∧ (AB)/A ∧A�.

Define now a mapping φ : Ln×n → Ln×n by

φ(X) = A\(AX)∗ ∧ (XA)∗/A ∧A\(XA) ∧ (AX)/A ∧A�.

Then φ is an isotone mapping and the set of all {3, 4, 5}-inverses B of A contained
in (A�] is the set of all post-fixed points of φ, and by the Knaster-Tarski theorem we
obtain that there exists the greatest post-fixed point G of φ, and therefore, G is the
greatest {3, 4, 5}-inverse of A contained in (A�].

(b) By G 6 A� it follows that AGA 6 AA�A 6 A, and if A 6 AGA, then it
is clear that G is a γ1-inverse of A and it is easy to check that GAG is a γ1,2-inverse
of A. Since every γ1-inverse is also γ-inverse of A, and G is the greatest γ-inverse
of A, we conclude that G is the greatest γ1-inverse of A. On the other hand, if H
is an arbitrary γ1,2-inverse of A, then it is a γ-inverse of A, so H 6 G, and hence,
H = HAH 6 GAG, which means that GAG is the greatst γ1,2-inverse of A.

(c) As it was noted in the proof of (b), if H is an arbitrary γ1-inverse of A, then
H 6 G, whence A = AHA 6 AGA. Therefore, if A 6 AGA does not hold, then A
does not have any γ1-inverse nor γ1,2-inverse. ut

Corollary 1. Let A ∈ Ln×n and let G be the greatest {3, 4}-inverse of A in the down-
set (A�]. Then the following is true:
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(a) If A 6 AGA, then GAG is the Moore-Penrose inverse of A;
(b) If A 6 AGA does not hold, then A does not have a Moore-Penrose inverse.

Corollary 2. Let A ∈ Ln×n and let G be the greatest {5}-inverse of A in the down-set
(A�]. Then the following is true:

(a) If A 6 AGA, then GAG is the group inverse of A;
(b) If A 6 AGA does not hold, then A does not have a group inverse.
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Abstract 
 

According to recent studies, energy consumption of buildings (residential and non-residential) rep-
resents approximately 40% of total world energy consumption, half of this energy consumed by 
HVAC systems operation. It is therefore of fundamental importance to control efficiently the ex-
isting HVAC systems, in order to decrease energy usage and to increase compliance with the Eu-
ropean Directives on the energy performance of buildings and energy efficiency.  
 
Model Based Predictive Control (MBPC) is perhaps the most proposed technique for HVAC con-
trol, since it offers an enormous potential for energy savings. This talk will introduce the Intelligent 
MBPC (IMBPC) HVAC system, a complete solution to enable MBPC of existing HVAC instal-
lations in a building. The IMPBC HVAC minimizes the economic cost needed to maintain con-
trolled rooms in thermal comfort during the periods of occupation. The hardware and software 
components of the IMBPC system are described, with a focus on the MBPC algorithm employed, 
and the design of Computational Intelligence predictive models.  
 
The installation of IMBPC HVAC solution in a University building by a commercial company is 
described, and the results obtained in terms of economical savings and thermal comfort obtained 
are compared with standard, temperature regulated control. 
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Abstract. Structural entropy is a good candidate for characterizing roughness of
surfaces as it is sensitive not only to the general shape of the surface, but also
to the rate of the high and low surface points. Wavelet analysis of the surface
can separate the larger-scale behavior from the fine details, and together with the
structural entropy it can define a behavior profile for the surface which is typically
slightly different for new and for worn tribological surfaces.
An intelligent fuzzy classification scheme is introduced to characterize surfaces
according to both their degree of wear and method of the surface measurement.
The basis of the classification is the structural entropies of the original and the
first wavelet transform of the height scan of the new and worn surfaces.

Keywords: Rényi entropy, wavelet analysis, surface classification, fuzzy classi-
fication.

1 Introduction

The structure of the cylinder surfaces of the combustion engines determine both the
tribological and mechanical properties of the motor, thus the mileage and the emission
of pollutants [1]. Measuring surface microgeometry or roughness can be carried out
multiple ways, typically either with a touching needle (or ball) scanning the surface or
optically (with a laser or light scanner). Both the processes can be executed either on
the surface itself, or on a silicon replica, if the geometry of the object does not allow
to access the surface itself. In case of the cylinder inner surface, if a direct (not replica-
based) method is to be used, the cylinder has to be cut in order to make it scannable for
the equipment.

The aim of this article is to develop a classification method that can determine
whether a surface is worn or new, and which can serve later as a basis for determi-
nation of the grade of the wear. We have studied surfaces of worn and freshly grooved
finish. In case of the worn surface we used two types of image acquiring methods: a
touching scanner with needle diameter of 5 microns and an optical scanner applied on a
silicon replica of the surface. The later method was used on the new surface, as for the
touching roughness measurement the motor should have been cut. Two sample surfaces
can be seen in Fig. 1.
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Fig. 1. Scanned surfaces before and after running of the motor. Optical scanner, from a silicon
imprint of the surface. The units are microns.

In order to characterize the surface, multiple surface roughness measures were in-
troduced from a simple difference of the highest and lowest points to the more com-
plex topological measures. Rényi entropies are good candidates for measuring surface
roughness [2]. The aim of this article is to find a method which can characterize surface
roughness from images of the surfaces. As a first step, we generate a Rényi entropy
based fuzzy characterization scheme, and next we improve it by using the entropies of
the wavelet transforms of the pictures.

2 Structural entropy

The structural entropy was introduced in solid state physics [3] for characterizing var-
ious electron localization types. Later it was extended for microscopy applications
[4, 2, 5]. For a probability distribution – which can be any shifted, rescaled surface –
the structural entropy is defined the following way, Let the surface height Hi of the ith
point from the N points fulfill

Hi ≥ 0, for i = 1, . . . , N (1)
N∑
i=1

Hi = 1. (2)

Structural entropy is the difference of two Rényi entropies Si =
1

1−N ln
∑N

j=1 H
i
j

Sstr = S1 − S2. (3)

Similarly, the difference of the zeroth and 2nd entropies can be related to a so called
filling factor q as

ln(q) = S0 − S2. (4)

The filling factor is also known form physics of electron structures as it shows the
rate of the filled points of the electron distribution compared to all the points,

q =

(∑N
n=1 H

2
i

)−1

N
. (5)
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q fulfills the inequality
1

N
≤ q ≤ 1. (6)

However, if the two quantities are combined, a more powerful tool is presented: any
type of distribution forms a characteristic line in the Sstr(ln q) map.

The structural entropy map of the worn and the new surfaces can be seen in Fig. 2.
Each point represents a picture. It can be seen that the domains of the two variables
very strongly overlap, thus these surfaces can hardly be characterized according to these
measures. The results are similar for the images taken by the two different method as it
can be learnt from the second subplot of Fig. 2.
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Fig. 2. First subplot: structural entropy vs. logarithm of the filling factor for the 2×64 scanned
surfaces before and after running of the motor. Second subplot: the images of the worn surface
taken according to 2 methods, by optical scanner from silicon mold samples, and by a touching
scanner with needle point diameter of 5 microns. As a reference the curves of the exponential,
Gaussian and 2nd order power law behaviours are also plotted. The theoretical limiting line of
the possible Sstr(ln q) points is shown with thick solid line.

3 Fuzzy classification scheme

64 pictures of each types were studied, half of them were selected to determine the
fuzzy rules, the other half for testing the results. We have generated a simple set of
fuzzy rules for both of the image pairs, similarly to [6–8]. We show only the results
of the worn-new pairs in Fig. 3. The membership functions are different, thus there
is a hope that using fuzzy inference, the classification can be carried out. However,
the results are not promising: from the 64 pictures 1 was not classifiable as one of its
antecedent parameters had 0 membership value, and half of the images were classified
to a wrong group.

4 Wavelet analysis

In the electrical engineering and signal processing practice wavelet analysis is a se-
ries of high-pass and low-pass filter pairs. The only extraordinary features are the filter
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Fig. 3. Membership functions of the fuzzy rules, with the first index meaning the type of the
image, i.e., new (solid line) or worn (dash-dotted line), the second the type of the function used,
i.e., structural entropy (red) or logarithm of the filling factor (green).

coefficients, which can be adapted to the task, from a simple averaging of the two neigh-
boring points to highly specialized image processing tools. After each filtering half of
the resulting points is sorted out, i.e., the result is downsampled. These pairs of filters
can be applied after each other, resulting in a series, where the first high-pass output
gives the finest details, the second the next finest resolution details, while the low-pass
outputs are filtered further. The last low-pass output gives the average behavior of the
signal.

As the difference between the two types of surfaces lay probably in the fine details,
we apply wavelet-analysis to the images and carry out the above, entropy-based fuzzy
classification scheme with more antecedent variables.

In our case, as the signal is two-dimensional, i.e., a picture, both the rows and the
columns of the input data are to be wavelet transformed. This results in 4 outputs, one,
where low-pass filtering was applied in both dimensions, one where the first dimension
was low-pass filtered, the second went through a high-pass step, etc. The structural
entropy maps of all 4 resulting images after a Daubechies-2 [9] wavelet transform can
be seen in Fig. 4. It is clear, that in case of the high-pass–high-pass part the domains on
the two types of surfaces are different.

In the fuzzy classification scheme we selected the data of the original image, their
low-pass–low-pass wavelet transform and the high-pass–high-pass transformed pic-
tures. The two remaining data set does not give extra information according to the Sstr

maps. Using the same 32–32 images for generating the rules as in the previous case,
the resulting membership functions are given in Fig. 5. The results are significantly
better: the number of false characterization decreased to 12 pictures from the previous
32, which suggests, that including another step in wavelet transform or another type of
roughness measure will lead to a reliable method for our purposes.

5 Conclusions

We have developed a fuzzy classification scheme for surface roughness scanner images,
that is able to distinguish the method of taking as well as the condition of the cylinder
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Fig. 4. Structural entropy vs. logarithm of the filling factor for the wavelet transforms of the 2×64
scanned surfaces before and after running of the motor. The upper left picture is the low-pass–
low-pass component, the lower right one is the high-pass–high-pass component, and the other
two subplots are the mixed low-pass–high-pass, and high-pass–low-pass ones.
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Fig. 5. Membership functions of the extended fuzzy rules. The first indices mean the type of the
image (new (solid line) – worn (dash-dotted line)), the second indices and the color of the lines
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Logarithmic scale is used on the horizontal axis due to better visibility of the lower valued terms,
however, the rules are simple triangle rules.
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surface with a quite good accuracy. The method uses the structural entropy based sur-
face characterization which can determine the general shape of the surface, together
with wavelet analysis, which can separate the various scale behavior of the system. As
the images have rather large fluctuation due to environmental effects and the precision
demands of the grooving, the structural entropy maps of the different images overlap,
however, applying a fuzzy classification with structural entropy and filling factor of the
original image and the detail component of the wavelet transformed image being the
antecedent parameters is able to distinguish the two types of images.
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Abstract. The user profile information is important for many studies, but essen-
tial information, such as gender and age, is not provided when creating a Twitter
account. However, clues about the user profile, such as the age and gender, be-
haviors, and preferences, can be extracted from other content provided by the
user. The main focus of this paper is to infer the gender of the user from unstruc-
tured information, including the username, screen name, description and picture,
or by the user generated content. Our experiments use an English labelled dataset
containing 6.5M tweets from 65K users, and a Portuguese labelled dataset con-
taining 5.8M tweets from 58K users. We use supervised approaches, considering
four groups of features extracted from different sources: user name and screen
name, user description, content of the tweets, and profile picture. A final classi-
fier that combines the prediction of each one of the four previous partial classifiers
achieves 93.2% accuracy for English and 96.9% accuracy for Portuguese data.

Keywords: gender classification, Twitter users, gender database, text mining.

1 Introduction

Unlike other social networking services, the information provided by Twitter about a
user is limited and does not specifically include relevant information. Such information
is part of what can be called the user’s profile, and can be relevant for a large spectra
of social, demographic, and psychological studies about users’ communities [6]. When
creating a Twitter profile, the only required field is a user name. There are not specific
fields to indicate information such as gender. Nevertheless, gender information is most
of the times provided wittingly or unwittingly by the user. Knowing the gender of a
Twitter user is essential for social networking studies, and useful for online marketing
and opinion mining.

Our main goal is to automatically detect the gender of a Twitter user (male or fe-
male), based on features extracted from other profile information, profile picture, and
the text content produced by the user. Previous research on gender detection is restricted

? Work supported by national funds through Fundação para a Ciência e a Tecnologia (FCT)
under project PTDC/IVC-ESCT/4919/2012 and reference UID/CEC/50021/2013.
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Fig. 1. Combined classifier that merges the output of individual classifiers.
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to features from the user generated content or from textual profile information. A rel-
evant aspect of this study is that it involves a broader range of features, including au-
tomatic facial recognition from the profile picture. We have considered five different
groups of features that were used in five separate classifiers. A final classifier, depicted
in Fig. 1, combines the output of the other five classifiers in order to produce a final
prediction.

This study was conducted for English and Portuguese users that produce georef-
erenced tweets. English is the most used language in Twitter, with 38% of the geo-
referenced tweets and, according to a study on 46 million georeferenced tweets [10],
Portuguese is the third most used, with 6% of the georeferenced tweets. Portuguese is
a morphologically rich language, contrarily to English, so interesting conclusions arise
when comparing the performance achieved for both languages. Most of the previous
research uses small labelled datasets, making it difficult to extract relevant performance
indicators. Our study uses two large manually labelled datasets, containing 55K English
and 57K Portuguese users. The proposed approach for gender detection is based on lan-
guage independent features, apart from a language-specific dictionaries of first names,
and can be easily extended to other Indo-European languages.

Related work

The problem of gender detection has been previously applied to Twitter. The first gen-
der detection study applied to Twitter users was presented by [14]. The features used
for gender detection were divided in four groups: network structure, communication
behavior, sociolinguistic features and the content of users’ postings. They achieved an
accuracy of 72.3% when combining ngram-features with sociolinguistic features using
the stacked Support Vector Machine based classification model.

The state-of-the-art study of [5] collected a multilingual dataset of approximately
213M tweets from 18.5M Twitter users labelled with gender. The features were re-
stricted to word and character ngrams from tweet content and three Twitter profile fields:
description, screen name and user name. When combining tweet text with profile infor-
mation (description, user name and screen name), they achieved 92% of accuracy, using
Balanced Winnow2 classification algorithm. [1] proposes the use of features related to
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the principle of homophily. This means, to infer user attributes based on the immediate
neighbors’ attributes using tweet content and profile information. The experiments were
performed using a Support Vector Machine-based classifier and the accuracy of their
prediction model was of 80.2% using neighborhood data and 79.5% when using user
data only. The improvement was not considerable. [2] studies gender detection suggest-
ing a relationship between gender and linguistic style. The experiments were performed
using a logistic regression classifier and the accuracy obtained was of 88.0%. Like [1],
they also study gender homophily and have the same conclusion, the homophily of a
user’s social network does not increase minimally the accuracy of the classifier. [9] pro-
poses the use of neural network models for gender identification. Their limited dataset
was composed of 3031 manually labelled tweets. They applied both Balanced Winnow
and Modified Balanced Winnow models. Using Modified Balanced Winnow with fea-
ture selection, 53 ngram features were chosen, they achieved an accuracy of 98.5%.
In a consecutive work, [13] proposes the use of stream algorithms with ngrams. They
manually labelled 3000 users, keeping one tweet from each user. They use Perceptron
and Naı̈ve Bayes with character and word ngrams. They report an accuracy of 99.3%
using Perceptron when tweets’ length is of at least 75 characters.

Recently, some studies suggest other possible features to infer gender. [3] studied
the relationship between gender, linguistic style, and social networks. They reported an
accuracy of 88%. [11] studies gender classification using celebrities the user follows
as features combined with tweets content features. The accuracy achieved with Sup-
port Vector Machine-based classifiers using tweets content features is of 82%. When
combined with the proposed features based on the followed celebrities, the accuracy
increased to 86%. [12] proposes a method to extract user attributes from the pictures
posted in Twitter. They created a dataset of 10K labelled users with tweets contain-
ing visual information. Using visual classifiers with semantic content of the pictures,
they achieved an accuracy of 76%. Complementing their textual classifier with visual
information features, the accuracy increased from 85% to 88%.

2 Data

Experiments here described use both Portuguese and English labelled datasets from a
previous study [16]. The English dataset contains 65k labelled users and the Portuguese
58k labelled users. In order to be able to train and validate the classifiers, the datasets
were divided into three subsets: training, development and test.

3 Features

Twitter does not provide gender information, though the gender can be inferred from the
tweets’ content and the profile information. In this section, we describe the features we
extract from each group of attributes. Features are distributed in the following groups:
user name and screen name, description, tweet content, profile picture and social net-
work.
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User name and screen name. We extracted features based in self-identified names found
in the user name and screen name with gender association, as proposed in our previous
work [15]. In order to associate names with the corresponding gender, we used a dictio-
nary of English names and a dictionary of Portuguese names. Both dictionaries contain
gender and number of occurrences for each of the names, and focus on names that
are exclusively male or female. The English names dictionary contains 8444 names.
It was compiled using the list of the most used baby names from the United States
Social Security Administration. The dictionary is composed of 3304 male names and
5140 female names. The Portuguese names dictionary contains 1659 names, extracted
from Baptista et al. [4]. The dictionary is composed of 875 male names and 784 fe-
male names. The user name and screen name are normalized for repeated vowels (e.g.:
“eriiiiiiiiic“→“eric“) and “leet speak” [8] (e.g.: “3ric“→“eric“). After finding one or
more names in the user name or screen name, we extract the applicable features from
each name by evaluating the following elements: “case”, “boundaries”, “separation”
and “position”. The final model uses 192 features.

User description. Users might provide clues of their gender in the description field. Hav-
ing up to 160 characters, the description is optional. An example of user description is
“I love being a mother.Enjoy every moment.”. The word “mother” might be a clue to a
possible female user. In order to extract useful information, we start by preprocessing
the description and then we extract word unigrams, bigrams and trigrams from the pre-
processed description field. We also use word count per tweet and smileys as features.
Portuguese words tend to have suffixes to convey information such as gender or person
and nouns inflect according to grammatical gender. For the Portuguese dataset, we also
extract features related to these cases. Accordingly, if a description contains a female
article followed by a word ending with the letter “a”, the feature A FEMALE NOUN
is triggered.

Content of the tweets. Features extracted from tweets’ content can be divided in two
groups: i) textual ngram features, like used in [5], or ii) content, style and sociolinguis-
tic features, like emoticons, use of repeated vowels, exclamation marks or acronyms,
as used in [14]. For both the textual ngram features and the style and sociolinguis-
tic features, we only used the last 100 tweets from each labelled user. To extract tex-
tual features from tweets, we start by preprocessing the text. Retweets are ignored and
the preprocessed text is used to extract unigrams, bigrams and trigrams based only on
words. Though we only use word ngrams, it is advised to use character ngrams when
analyzing tweets in languages like Japanese, where a word can be represented with only
one character. In the study of [5], count-valued features did not improve significantly
the performance. Accordingly, we also associate a boolean indicator to each feature,
representing the presence or absence of the ngram in the tweet text, independently from
the number of occurrences of each ngram. Besides word ngram features, we also ex-
tract content-based features, style features and sociolinguistic features that can provide
gender clues. [7] suggests word-based features and function words as highly indicative
of gender. We extract a group of features which include, social networks features, style
features, character and word features.

124



Profile picture feature. Profile pictures have not been used in previous studies of gender
detection of Twitter users, due to several reasons. One of the first reasons is that the pro-
file picture is not mandatory. Also, many users tend to use profile pictures of celebrities
or characters from movies and TV series. A third reason is because the picture may not
be gender indicative. While the profile picture might not be good discriminating gender
by itself, when combined with the other features, it might help increase significantly the
accuracy of the prediction. Face++ (http://www.faceplusplus.com) is a publicly avail-
able facial recognition API that can be used to analyze the users’ profile picture. We
have used this tool through its API to extract the gender and the corresponding con-
fidence. Such info was stored in our datasets. The API was invoked with the profile
picture URL available on the last tweet of each user. In some cases, the API does not
detect any face in the picture. 36% of the users in both datasets had no face detected.
In the English dataset, more male users (34%) than female users (29%) have a profile
picture with a recognizable face. In the Portuguese dataset, the opposite occurs, more fe-
male users (35%) than male users (30%) have a profile picture with a recognizable face.

Social network features. Social network features consist in extracting the information
related with the interaction between the user and other Twitter users. We extract the fol-
lowing attributes: Number of followers; Number of users followed; Follower-following
ratio; Number of retweets; Number of replies; Number of tweets. These features alone
might not be effective, but combined with the other features, could increment the global
performance. We explored the extracted social network features, but we found out that
these features were not indicative of gender. We observed no differences in the social
network feature values between male and female. These results are consistent with the
study of [14] that have analyzed users’ network structure and communication behavior
and observed the inability to infer gender from those attributes.

4 Experiments and results

Experiments here described use WEKA (http://www.cs.waikato.ac.nz/ml/weka) and the
evaluation is performed using Precision, Recall, F-Measure and Accuracy. The com-
bined classifier, shown in Fig. 1, receives as input the results obtained in the separate
classifiers. The social network features were discarded. The separate classifiers are only
used if information is available. E.g.: if a user has no description, the input from that
classifier will be empty. Each classifier sends as output the confidence obtained in the
classification. The values range from zero to one. If the confidence is of 100% in the
class “Female,” the value 1 is sent. If the confidence is of 100% in the class “Male,” the
value 0 is sent. If the confidence is not 100%, the values are adjusted accordingly. When
the confidence received is of 0.5, we remove the input. We used an SVM to evaluate the
combined classifier.

Fig. 2 summarizes the achieved accuracies per classifier for both datasets. In the
Portuguese dataset we obtain 96.9% of accuracy. Only using tweets content, we already
achieved an accuracy of 93.5%, but we improved the global accuracy. The experiments
with the English dataset obtain an accuracy of 93.2%. With separate features, the best
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Fig. 2. Classification accuracy per group of features for both datasets.
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result was 85.2% using user name and screen name features. A good performance, since
not all users self-assign a name in their profile information.

5 Conclusions

This study describes a method for gender detection using a combined classifier. We
have used extended labelled datasets from our previous works [15, 17], partitioned into
train, validation and test subsets. Instead of applying the same classifier for all features,
we have grouped related features, used then in separate classifiers and then used the
output of each classifier as input for the final classifier. In the Portuguese dataset, using
only the tweet’s text content achieves a baseline of 93.5% accuracy, but our combined
classifier achieved an improved performance of 96.9% accuracy. The experiments with
the English dataset achieve 93.2% accuracy. The features proposed, including the user
name, screen name, profile picture and description, can be all extracted from a single
tweet, except for the user text content. We successfully built two combined classifiers
for gender classification of Portuguese and English users and, to our best knowledge,
we provided the first study of gender detection applied to Portuguese Twitter users.
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Abstract. In this paper we investigate the possibilities of improving social rec-
ommender systems through the exploitation of dynamic, temporal features. Dy-
namic effects are evaluated by empirically analyzing a variety of time-aware ex-
tensions of an existing information diffusion based fuzzy social recommender
system method, called IDF-Social. We apply fuzzy subsets to model ratings and
predictions in the recommendation process, where dynamic features influence the
users’ fuzzy membership values. Based on our rigorous experiments, we found
that social recommender systems can benefit from incorporating dynamic fea-
tures.

Keywords: dynamic fuzzy recommender systems, social network, information
diffusion.

1 Introduction

In the past decade social and trust-aware recommender systems (RSs) have emerged.
This group of RSs aim to leverage the users’ social relations in order to improve rec-
ommendations [8, 4, 5, 1], which can be especially effective in certain cases, e.g. when
producing recommendations for cold-start users [8, 4].

Most of the existing social and trust-aware RSs handle the users’ social relations and
preferences statically, assuming they do not change over time. In real life these networks
rather than being static, they dynamically change: as time passes new friendships are
made, but also existing friendships diminish or completely disappear. Additionally, user
preferences also change over time.

In this paper we investigate the possibilities of taking dynamic effects into consider-
ation during the recommendation process to enhance the performance of social RSs. We
analyze the impact of temporal features via examining a range of dynamic extensions
of an existing information diffusion based fuzzy social RS, called IDF-Social [9].

The rest of the paper is structured as follows. In Section 2 we briefly overview exist-
ing research on trust-aware and social RSs emphasizing dynamic aspects. In Section 3
we introduce the analyzed dataset. In Section 4 we describe how dynamic effects were
incorporated in our methods. In Section 5 we present our experimental results. Finally,
we conclude the paper in Section 6.
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2 Related work

The main idea of trust-aware and social RSs is to incorporate the users’ personal re-
lations in the recommendation process [8, 4, 5, 1]. While trust-aware RSs make use of
the users’ web of trust, where connections between users are directed and indicate who
trusts whom, social RSs leverage the users’ undirected social network, in which bidirec-
tional edges represent friendships. The two approaches are very similar, and sometimes
not even distinguished [5].

Most of the existing trust-aware and social RSs handle the users’ personal rela-
tions statically, without considering any temporal effects. However, many traditional
RSs, i.e. RSs that ignore the users’ friendships, have benefited from taking into account
time-aware features [3, 7, 6]. Time-aware RSs can be grouped into two major classes
[2]: heuristic-based approaches, which directly use the rating collection for comput-
ing predictions and model-based approaches, which use the rating collection to build
models with which rating predictions are computed.

An important subgroup of heuristic-based approaches that relates most to our re-
search is time adaptive heuristics [2], in which parameters and/or data are dynamically
adjusted according to changes of some data characteristics through time [7, 6]. This type
of RSs generally penalize older preferences that are presumed to be not/less valid at rec-
ommendation time, and usually utilize a continuous time representation. As opposed to
our work, these existing RSs do not incorporate the users’ social relations in the recom-
mendation process. In our methods we apply time adaptive heuristics for weighting the
users’ relationships and preferences in the recommendation process.

3 Datasets

We conducted our experiments on the Flixster dataset1 [5], which contains users’ movie
ratings (on a discrete scale between 0.5 and 5.0) and their freindship network. Movie
ratings include user id, movie id, rating value and timestamp attributes, while the social
network is given by a list of pairs of user ids representing bidirectional friendships.
We reduced the original dataset and randomly selected 1500 movies for our analysis in
order to be able to conduct enough number of tests in reasonable time. Also, we divided
the dataset into a training set and a test set, consisting of the ratings between 06/01/2008
and 06/01/2009 and the ratings after 06/01/2009, respectively.

As described the only attribute in the dataset that contains temporal information is
the timestamp of ratings, hence to incorporate dynamic effects in the recommendation
process, we have to rely solely on this attribute.

4 Methodology

This section presents the dynamic extensions of the IDF-Social [9] method, which com-
putes recommendations for users by propagating known ratings in the users’ social net-
work along friendships. We refer to the dynamic extensions of the IDF method as the
D-IDF methods.

1 http://www.cs.ubc.ca/ jamalim/datasets/
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Formally, we have a set of users U = {u1, u2, ..., uN} and their friendship network
transformed into a directed graph G < U,E >, where E ⊆ U × U is the set of edges
derived by assigning directions to friendships in both ways. We denote the rating of
user u by ru, which is a discrete value from the set of possible rating values V =
{v1, v2, ..., vM}. We have an initial set of users U0 = {ur1 , ur2 , ..., urP } with observed
ratings R0 = {rur1

, rur2
, ..., rurP

}. We also have another set of users U1 ⊆ U \ U0

with unknown ratings R1. We aim to determine R1 as accurately as possible based on
knowledge of R0 and G < U,E >.

We define fuzzy subsets on the set of users for every rating value:

Wvi : U → [0, 1] , i = 1, 2, ...,M , (1)

where Wvi(uj) is the membership value of user j in Wvi which is the fuzzy subset
that belongs to the vi rating value. The membership values of the fuzzy subsets for
a given user represent the user’s – known or predicted – rating on the item, that is,
how likely the user would give that rating value for the item. We calculate Wvi(uj) as
follows:

Wvi(u) =


0 u ∈ U0, ru 6= vi ,

d1(∆t(ru)) u ∈ U0, ru = vi ,

∨1q∈Uvi
s(∨2p∈Pq,u,d

w(p)) u ∈ (U \ U0) ,

(2)

where ∆t(ru) represents the time between rating ru and the termination of the
training dataset’s period and d1 is a dynamic function which weights known ratings
based on their ”age”. Uvi ⊆ U0 is the set users who rated the item with value vi,
Pq,u,d is the set of paths from user q to user u with length equal or less than d, which
is an independent parameter. The w function lowers membership values based on the
propagation path, while s denotes a transformation function which rescales membership
values. The applied weighting function of (2) is

w(p) = ∧(α,we1 , α, we2 , ..., α, wel) , p = (e1, e2, ..., el) , (3)

wei = d2(∆t(rstart(ei))) , (4)

where ∧ denotes a fuzzy t-norm aggregation, α is an independent parameter and
wei denotes the weight of edge ei, which is computed by the dynamic d2 function with
parameter ∆t(rstart(ei)), which is the time between the last known rating of the user
the edge is starting from and the end of the training period.

The applied scaling function of (2) is

s(x) = βx , β ∈ [0, 1] , (5)

where β is an independent parameter. Finally, the predictions are given as:

pu =

∑
i∈M Wvi(u)vi∑
i∈M Wvi(u)

, (6)
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We also define a confidence value c for each prediction, and keep only the ones
that have higher confidence than a certain threshold, which controls the trade-off be-
tween prediction quality and quantity. We set the threshold for every method to achieve
40% coverage, i.e. being able to provide predictions for the 40% of the test cases. The
confidence of the rating prediction for user u is given as:

cu =
∑
i∈M

Wvi(u) . (7)

As can be seen, the d1 and d2 methods are responsible for taking into consideration
temporal effects. While d1 weights known ratings based on their ”age”, d2 weights the
outgoing edges of users in the social network based on the time of the users’ ratings,
assuming, that users with more recent ratings are more active, therefore their friendships
are more valid, that is, we implicitly infer weights for friendships by examining the
timestamps of ratings.

We defined 5 dynamic extensions of the IDF method, summarized in Table 1. The D-
IDF-1 and D-IDF-2 methods weight ratings, the D-IDF-3 and D-IDF-4 methods weight
friendships, while the D-IDF-5 method weights both ratings and friendships dynami-
cally. ∆t is measured in months, and we set ∆t = 12 for users without known ratings,
as the training dataset spans only one year.

Based on extensive experiments we applied the following parameter settings in our
final methods: d = 2, α = 0.2, β = 0.01. The applied ∧, ∨1 and ∨2 parameters are
detailed in the next section.

Table 1: The applied time-aware functions.
D-IDF-1 D-IDF-2 D-IDF-3 D-IDF-4 D-IDF-5

d1(∆t)
e−λ1∆t,

λ1 = 0.001

1.0− λ2∆t,

λ2 = 0.001
1 1

e−λ1∆t,

λ1 = 0.001

d2(∆t) 1 1
λ∆t3 ,

λ3 = 0.993

1.0− λ4∆t,

λ4 = 0.006

λ∆t3 ,

λ3 = 0.993

5 Experimental results

5.1 Comparisons with the Non-dynamic IDF-Social Method

Table 2 shows the achieved mean absolute error (MAE) on the test set of the D-IDF
methods compared to the MAE of the non-dynamic IDF-Social method. We applied the
dynamic extensions for the top 4 fuzzy-operator combinations according to [9]. As can
be seen, the dynamic extensions performed almost always better or equally good as the
IDF-Social method. Interestingly the performance improved the most for the best fuzzy
operator combination. The values in parentheses denote the applied hyperparameter of
the corresponding fuzzy operator.
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Table 2: The MAE of the most efficient fuzzy operator combinations at 40% coverage.
∧

t-norm

∨1

t-conorm

∨2

t-conorm
IDF-S. D-IDF-1 D-IDF-2 D-IDF-3 D-IDF-4 D-IDF-5

Algebraic

product

Schweizer

& Sklar

(-5.0)

Dombi

(0.8)
0.8444 0.8440 0.8440 0.8429 0.8432 0.8427

Algebraic

product

Yager

(2.5)

Dombi

(0.8)
0.8448 0.8449 0.8449 0.8442 0.8441 0.8443

Dombi

(2.0)

Yager

(2.5)

Dombi

(0.8)
0.8458 0.8457 0.8458 0.8458 0.8458 0.8457

Schweizer

& Sklar

(-2.0)

Schweizer

& Sklar

(-5.0)

Dombi

(0.8)
0.8458 0.8458 0.8458 0.8456 0.8456 0.8456

5.2 Impact of dynamic parameters

Figure 1 shows the impact of dynamic parameters in the D-IDF-1 and D-IDF-3 meth-
ods. As can be seen, both extensions could decrease the MAE to a certain level, al-
though the D-IDF-3 method achieved more improvement from time-aware features. It
is important to note, that the dynamic parameters have to be adjusted carefully, as giving
too much importance to time-decaying effects results in significant performance deteri-
oration. The impact of λ2 and λ4 in the D-IDF-2 and D-IDF-4 methods are very similar
to the impact of λ1 and λ3, respectively, however, due to space restrictions they are not
included in the paper.

0.84400

0.84425

0.84450

0.84475

0.000 0.002 0.004 0.006 0.008

Value of λ1

M
A

E

(a) Impact of parameter λ1 in D-IDF-1.

0.843

0.844

0.845

0.846

0.99250.99500.99751.0000

Value of λ3

M
A

E

(b) Impact of parameter λ3 in D-IDF-3.

Fig. 1: Impact of dynamic parameters. By the proper choice of their dynamic parameter
the dynamic extensions of the IDF method could reduce the MAE to a certain level.
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6 Conclusion

Trust-aware and social RSs have proved to be able to outperform traditional RSs in
many cases. However, most of the existing trust-aware and social RSs lack the incor-
poration of dynamic, time-aware features. In this paper, we introduced and analyzed a
range of dynamic extensions of the existing social RS method called IDF-Social, and
showed that exploiting temporal effects can improve recommendation quality.

Our experiments showed promicing results, so we are planning to perform a deeper
analysis of social dynamic effects in the future, by examining new datasets, where
friendship related events have explicit timestamps.
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Abstract. In the present paper, an overall telecommunication system normal-
ized performance model, which includes users, terminals and network equip-
ment, has been considered. Two new overall network performance indicators 
have been proposed, expressed analytically and demonstrated numerically. The 
graphic presentations, as well as other considerations, show the necessity of a new 
aggregation function definition, have been presented accordingly. The results re-
ceived are useful for Quality of Service prediction as a base for future Quality of 
Experience prognostication, using aggregation functions. 

Keywords: overall telecommunication system, performance model, user model, 
quality of service, aggregation function. 

1 Introduction 

A telecommunication connection is establishing consecutively in many devices and 
stages, where there are many reasons for failures, with different probabilities. Users 
have to choose network provider, tariff scheme and terminal devices according their 
overall estimation of the Quality of Service (QoS). Simply put, users make aggregation 
of observed characteristics of the telecommunication services and make decisions. A 
very important task of the telecommunication researchers and designers is to predict the 
user estimation of QoS. In this paper, we try to analyze the aggregation functions ap-
proach, on the base of existing and two proposed indicators, aggregating a large number 
of failure probabilities, along with telecommunication connection and communication. 

In Section 2, some Aggregation Function properties have been discussed. In Section 3, 
the used background model of the telecommunication system with QoS guarantees has 
been described on the conceptual level. In Section 4, four classical overall network QoS 
indicators have been mentioned, and two new ones have been proposed and expressed 
analytically. In Section 5, numerical predictions of the proposed indicators have been 
presented in three different cases. Section 6 contains a discussion of the numerical results 
and other interrelated considerations, showing the necessity of a new aggregation func-
tion definition, presented in Section 7. The conclusions can be found in Section 8. 
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2 On the aggregation function properties 

Marichal in 2009 [4] has provided a great number of potential mathematical proper-
ties of the aggregation functions, but not a closed definition of such a function. 

In tracing the history of aggregation function definitions, Mayor [6] notes the follow-
ing properties: in 1984 – boundary conditions, monotonicity, symmetry; in ‘today’ – 
boundary conditions, monotonicity. In [5] they were – boundary conditions, mono-
tonicity. We will demonstrate that the properties mentioned above are sometimes too 
restrictive and a more general definition of aggregation function may be more suitable. 

3 Telecommunication system background model 

This paper explores a model of overall telecommunication systems, including users, 
terminals, and a network with Quality of Service (QoS) guaranties [8]. Apart from 
GSM, BSDN and others, generalized virtual networks (VNET) with overall QoS 
guaranties, as an example of a telecommunication network, have also been consid-
ered. The conceptual model includes users' behavior, a limited number of homogene-
ous terminals; losses due to abandoned and interrupted dialing, blocked and interrupt-
ed switching, unavailable intent terminal, blocked and abandoned ringing and aban-
doned communication. In our approach, the network traffic, terminal traffic for A 
(calling) and B (called) terminals and users’ traffic have been divided and considered 
separately, in their interrelattionship. 

3.1. Conceptual model 

3.1.1. Base Virtual Devices and Their Parameters. We have used base virtual device 
types with names and graphic notation shown on Fig. 1. For every device we use the 
following notation for its parameters: F stands for intensity of the flow [calls/second], 
P = probability for directing the calls of the external flow to the device considered, 
T = means service time, in the device, of a served call [seconds], Y = intensity of the 
device traffic [Erlangs], N = number of service places (lines, servers) in the virtual 
device (capacity of the device). In the normalized models [7], used in this paper, 
every virtual device, except the switch, has no more than one entrance and/or one exit. 
Switches have one entrance and two exits. For characterizing the intensity of the flow, 
we are using the following notation: Fa for incoming flow, dem.Fa, and rep.Fa for 
demand and repeated flows respectively. The same characterization has been used for 
traffic intensity (Y). 

3.1.2. Virtual Base Device Names. In the conceptual model each virtual device has a 
unique name, which is a concatenation of the corresponding first letters of the names 
of stages, branches end exits in the order shown in Fig. 1. For example, "Yid" means 
"traffic intensity in interrupted dialing” case. 
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Fig. 1. Conceptual model of the telecommunication system, incl.: the paths of the 
calls, occupying A-terminals (a-device), switching system (s-device) and B-terminals 

(b-device); base virtual device types, with their names and graphic notation. 

3.1.3. The Paths of the Calls. In this paper "call" means "call attempt" or "bid" 
according to [2]. Figure 1 shows the paths of the calls, generated from (and 
occupying) the A-terminals in the proposed network traffic model and its 
environment. Fo is the intent intensity of calls of one idle terminal; M is a constant, 
characterizing the BPP flow of demand calls (dem.Fa). 

3.1.4. The Comprising Virtual Devices and Their Names. In this paper, we consider 
b = virtual device that comprises all the B-terminals (called) in the system (box with 
dashed line). From the important virtual devices, shown on Fig.1, comprising several 
base virtual devices, containing the paths of the calls occupying B-terminals and 
corresponding base virtual devices. 

3.2. The analytical model 

Based on the conceptual model, the analytical one [8] uses macro-state model of the 
system in stationary state, with: BPP input flow and repeated calls. Fourteen natural 
assumptions have been formulated. We consider the values of 10 basic dynamic pa-
rameters, which are mutually dependent: Fo, Yab, Fa, dem.Fa, rep.Fa, Pbs, Pbr, ofd.Fs, 
Ts, ofd.Ys. For these parameters, under assumptions made, we have a system of 9 equa-
tions with 6 generalized static parameters. We have chosen the intensity of the input 
calls flow Fo as the independent input variable. Thus, the considered system of equa-
tions has 9 equations and 9 output parameters with unknown values (the main output 
variables). 
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4 Overall network QoS indicators 

4.1. Classical network efficiency indicators 

The network efficiency classical indicators are ASR, ABR and NER, defined in [1]: An-
swer Seizure Ratio (ASR) = (number of seizures that result in an answer signal) / (the total 
number of seizures); Answer Bid Ratio (ABR) = (number of bids that result in an answer 
signal) / (total number of bids); ABR is similar to ASR except that it includes bids that do 
not result in a seizure; Network Effectiveness Ratio (NER) is designed to express the abil-
ity of networks to deliver calls to the far-end terminal; NER = (number of seizures) / (the 
sum of the number of seizures resulting in either an answer message, or a user busy, or a 
ring no answer, or in the case of ISDN a terminal rejection / unavailability). Thus, these 
indicators reflect network providers’ attitude and exclude the possibilities of unsuc-
cessful communication as well as the influence of repeated attempts. 

4.2. Proposed network efficiency indicators 

In this paper, we use output probabilities for blocked switching (Pbs) due to insufficient 
network equipment, and Pbr – probability for blocked ringing due to busy called B – 
terminal, as main input for analytical determination and numerical prediction of the two 
proposed overall network QoS indicators for call efficacy. 
 
4.2.1. Successful Efficiency indicator 
First, we have to determine the mean intensity of the input flow to the telecommuni-
cation system. This is the flow, occupying the calling (A) terminals, with frequency 
(rate) Fa which is a sum of demand (dem.Fa) and repeated attempts (rep.Fa): 
 Fa  dem.Fa  rep.Fa= +  (1) 

On the other side: 
 ,rep.Fa  Fa Pr=  (2) 
Pr (3) is aggregated probability of unsuccessful attempts to become repeated call 
attempts. It contains only probabilities: 

( ) [ ( )[
( )[ ( )[ ( )[
( )[ ( )[ ( ) ]]]]]]]

Pr Pad Prad 1- Pad Pid Prid  1- Pid Pbs Prbs
             1- Pbs Pis Pris  1- Pis Pns Prns 1- Pns Pbr Prbr
             1- Pbr Par Prar  1- Par Pac Prac 1- Pac Prcc .

= + + +
+ + + +
+ + +

 (3) 

The proof [9] is based on the direct description of the flows frequencies in Fig. 1 
and the theorem of Little [3]. It follows from (1), (2) and (3) that: 
 (1 )= −dem.Fa  Fa Pr .  (4) 

We define Successful Efficiency, extending ITU-T [2] successful call definition: 
“A call that has reached the wanted number and allows the conversation to proceed”. 
Successful Efficiency (Es) (or Call Attempts Successfulness) is the ratio of all call 
attempts ended with successful finished communication (e.g. conversation) to all call 
attempts (Fa). 



138 

The frequency Fcc of the call attempts ended with successful finished communica-
tion corresponds to the flow in the base virtual device cc (carried communication) in 
Fig. 1. The analytical expression for Successful Efficiency (Es) is: 

 
 (1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )Pad Pid Pis Pbs Pns Par Pbr PacEs − − − − − − − −=  (5) 

 
The main difference of Successful Efficiency (5) indicator from classical indicators 

mentioned, is including in the Successful Efficiency all possible factors making in-
formation transfer unsuccessful (e.g. uncompleted), after it had been initiated. 

4.2.2. Demand Efficiency Indicator 
We express the ratio, of the mean intensity of the generalized input flow (Fa) to the 
intensity of the demand calls (dem.Fa). This ratio is called ‘Beta’ in ITU recommen-
dations and is used there as a parameter in calculations, not for indicator purposes: 
 
 1

. (1 ) 1
= = =

− −
Fa Fa  

dem Fa Fa Pr Pr
β  (6) 

 
In normal conditions [9], when there is at least one successful call attempt in the 

system considered, Pr < 1.  
Beta may be used as an independent indicator, but we propose a more general one: 

Demand Efficiency (Ed) or Demand Call Attempts Successfulness Indicator: 
Ed = (Number of first (demand) call attempts cause successful communication) / 

(All call attempts made, for these successful demand call attempts): 
 

 (1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )EsEd Pr Pad Pid Pis Pbs Pns Par Pbr Pac= = − − − − − − − − −
β

 (7) 

 
In other words, Demand Efficiency (7) indicator presents the probability of a demand 

(first) call attempt to become a successful call attempt. It is a user-oriented indicator, 
compounding explicitly repeated attempts, connection and communication parameters.  

5 Numerical prediction of the proposed indicators  

In Figures 1, 2 and 3, numerical results are presented in the whole theoretical network 
load interval – terminal traffic (Yab) equals of 0% to 100% of the number of all termi-
nals in the network. The input parameters are the same, excluding: (i) capacity of the 
network given as percentage of the number of all terminals in the system, causes block-
ing due to equipment insufficiency and (ii) the probability of repeated calls (Pr). The 
values of input parameters, in the presented numerical results, are typical for voice net-
works. Three cases have been considered: 
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Fig. 2. Call Efficiency indicators 1/Beta, Es and 

Ed in Case 1. Beta = 1 and Es =  Ed, because 
there are not repeated attempts in the system 

(Pr = 0). Beta is a constant, greater than any of 
its components. Es and Ed are decreasing mon-

otonic functions. 
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Fig. 3. Call Efficiency indicators 1/Beta, Es and 

Ed in Case 2. Repeated attempts make worse 
the performance considerably. Ed, Es and 

1/Beta, are decreasing monotonic functions. 

 

 

 

0 20 40 60 80 100
0

20

40

60

80

100

Es

0 20 40 60 80 100
0

20

40

60

80

100

1 / Beta

0 20 40 60 80 100
0

20

40

60

80

100

Ed

Network Traffic Load

Pe
rc

en
t Case 3: with repetitions; with blocking

Network Capacity = 10% of Terminals

 
Fig. 4. Call Efficiency indicators 1/Beta, Es and Ed, in Case 3. Blocking sharply make worse the 

network performance. Ed, Es and 1/Beta, are decreasing functions. 

6 Discussion of the results 

From Fig. 2, 3 and 4, it is obvious that Ed is the most sensitive user-oriented connection 
and communication quality indicator, among those considered, of a telecommunication 
network with QoS guarantees.  
• All indicators include a large number of probabilities, and they may be considered 

as aggregated probabilities. 
• All indicators are continuous, decreasing and monotonic functions. 
• Successful Efficiency is a symmetric function, but Demand Efficiency is not sym-

metric (Pr is not symmetric). 
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• Overall network performance indicators have the meaning and usage of aggregation 
functions, but they do not fulfill the formal aggregation properties, expressed in 
Section 2. 

• “Such properties can be dictated by the nature of the values to be aggregated” [4], 
so the important conclusion of the paper is that the definition of aggregation func-
tions have to be generalized. 

Another example of very useful aggregation function in the telecommunication sys-
tems, is the mean occupation time of terminals, e.g. of the B-terminal (Tb). In the gen-
eral case (with losses), it is aggregation of service times in the four base virtual devices 
(Fig. 1) [9]: 
 (1 )[ (1 ) ]Tb Par Tar Par Tcr Pac Tac Pac Tcc= + − + + −  (8) 

In the case without losses Tb is a simple sum: 
 Tb Tcr Tcc= +  (9) 

Note that: It is unnecessary for Tb to be in the interval of [0,1] (the mean conversa-
tion is 3 minutes); the dimension of Tb is SI unit ‘Time’; Tb may be greater, equal or 
lower than some of the aggregated in it values, depending of the actual probabilities of 
losses: [ , ]Tb Tar Tcr Tcc∈ + . 

Other examples of aggregation by summation are ‘evaluation forms’ for experts re-
viewing the project proposals – the scores of every criterion are simply added, with or 
without weights. 

7 Proposed definition of generalized aggregation function 

We agree with Mayor [6]: “Aggregation is the process of combining several input val-
ues into a single representative output value, and the functions that carry out this process 
are called aggregation functions.” 

Based on this general understanding, we propose the following definition: 
 
 Let ,..., , ,..., )1 1( k mA x x a a  is a function of k+m arguments. A is Generalized Aggrega-

tion Function of the arguments , ,...,1 2 kx x x  if:  
(i) The value of A and , ,...,1 2 kx x x  are of the same type (e.g. real) and of the same 

measurement unit; (ii) The value of A represents , ,...,1 2 kx x x , in any meaning. 
 
Arguments , ...,1 2 ma a a  are not aggregated, but influence the aggregation. They are 

‘aggregating’, and may be variables, not only fixed weights, see (7) and (8). A General-
ized Aggregation Function must have at least one aggregated and one aggregating ar-
gument. An important example is the service time T of an aggregated device, contain-
ing: (i) one service device with demand service time dem.T and (ii) a cycle with infinity 
repetitions of probability P<1 each: 

.
1

dem T
P

T
−

=  

This aggregation example may be considered as infinity sum of weighted addends. 
This approach has been used many times in the practice, e.g. 9 times in Fig.1.  
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The proposed definition allows restrictive properties (for examples, see Section 2) 
and includes many aggregation functions, actually needed in the engineering and 
scientific practice (e.g. presented in this paper).  

8 Conclusion  

A model of Overall Telecommunication Systems, including users, terminals and net-
work with Quality of Service (QoS) guarantees has been used for analyzing and devel-
opment of overall network performance indicators. Two indicators have been proposed: 
Successful Efficiency and Demand Efficiency. Demand Efficiency is the most sensitive 
user-oriented connection performance quality indicator, among those considered, of a 
telecommunication network with QoS guaranties. It is a suitable QoS indicator for Qual-
ity of Experience (QoE) prediction. 

The proposed indicators are aggregation functions, but they do not fulfill some re-
strictions in the usual aggregation function definitions. A definition of Generalized Ag-
gregation Function has been proposed. It is more suitable for the engineering and scien-
tific practice. The results received are useful for QoS prediction as a base for future 
Quality of Experience prognostication, using aggregation functions. The development of 
Generalized Aggregation Function Theory opens many research opportunities. 
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